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Welcome Address

On behalf of the 1958 Western Joint Computer Conference, I welcome you,
and I hope your stay will be pleasant and profitable.

As most of you know, the conference is one of two Joint Computer Con-
ferences held each year, sponsored jointly by AIEE, the Institute of Radio
Engineers, and the Association for Computing Machinery. I think that you
know that the Eastern Conference rotates among four cities, Washington, New
York, Philadelphia, and Boston; and that this Western Conference will, at
least by 1961, be alternating between San Francisco and Los Angeles.

I would like to call attention to a number of features of our conference;
following the opening session, the technical program presents six invited panel
discussions and six discussions of contributed papers. The topics of these
several panels investigate a number of controversial subjects pertinent to our
industry. The contributed sessions present papers in several areas of applica-
tion and design for circuit systems; all significant discussions are incorporated
in the proceedings of the conference.

Willis H. Ware
Conference Chairman
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The Social Problems of Automation

H. T. LARSON

NONMEMBER AlEE

URING this conference a consider-

able number of discussions will be
presented on the subject of computer
design.  Such computer conferences
have been conducted for seven or eight
years. The computer industry can be
reckoned to be about ten years of age.
During this time, a large number of
computers, data processors, and other
descendents of computers have been
produced. Because of the time span
over which the early machines have been
in operation, and because of the rather
large and increasing numbers of these
machines that are now being produced
and used, it is reasonable to say that the
world has now felt a considerable cumu-
lative effect from the work these ma-
chines have performed.

How have these machines been of help?
A very broad and overlapping classi-
fication can point to three major areas
of activity:

1.  Science and Engineering. Com-
puters have proven to be unusually
powerful tools wherever computation
and numerical analysis are employed.
The speed or economy of these machines
have made it possible to perform com-
putations and analyses which were for-
merly infeasible. The total effect of
the application of computers: undergoes

an enormous amplification, because of
the great variety of scientific and engi-
neering fields in which computation con-
tributes, and because of the never-ending
application of scientific and engineering
discoveries. Our everyday life is affected
in a multitude of ways.

2. Military Control Mechanisms. A
considerable fraction of the computer
design effort over the past 10 years has
has been aimed at the incorporation of
these devices in weapons of warfare.
They are being increasingly applied
where men or other equipment are prov-
ing to be too slow, too large, too weak,
too inaccurate, or too unreliable. The
military work can be measured in terms
of more powerful weapons and greater
military strength. As usual, the tech-
niques evolving from military effort find
wide and useful application in- nonmili-
tary fields. :

3. Business Data Processing and In-
dustrial Control. The capabilities of
computer-type equipment are applicable
to the performance of business processes
such as financial accounting, sales fore-
casts, inventory control, study of alter-
nate plans of action, etc. Furthermore,
computer equipment is finding increasing
application in the control of complex
industrial processes. In this role, the

computer is beginning to play an im-
portant part in the continuing industrial
revolution. This revolution has been
characterized by increasing replacement
or augmenting of men’s muscles, starting

" with the mechanization of simple, repeti-

tive, manual tasks and moving to more
and more powerful and complex mechani-
zations. In comtrast to the mechaniza-
tion of manual tasks, the computer can
perform some of the types of activities
that men perform mentally. This simple
fact lies behind the ability of the com-
puter to replace men in control of
functions. Again, simple and repetitive
mental or information-processing tasks
are among the first to be mechanized,
and ‘more complex controls are on the
way. They are likely to be used where-
ever they outperform men in terms of
speed, accuracy, or operating costs.
The modest progress to date in this area
indicates that the total effect of such
applications is going to be extensive.
‘What has been the over-all effect of the
work these machines have done? Is it
good or bad? How has it affected every-
day life, health, politics, work, education,
and leisure? Are new problems being
created, are old problems being com-
pounded, or is this computer activity all
for the good? These are the questions .
asked of our opening session speakers. Are
there any social problems associated with
automation? If so, what are they, and
what is the proper way to meet them.

H. T. LARsSON is with Aeronutronic Systems, Inc.,
Van Nuys, Calif.

The Social Consequences of Automation

HAROLD D. LASWELL

NONMEMBER AIEE

COMPREHENSIVE analysis of the

impact of automation upon society
would consider every sector of the social
process. In the process of social inter-
action man pursues ‘‘value outcomes’
through institutional practices utilizing
resources. He pursues knowledge (en-
lightenment), political power, and var-
ious other value outcomes.

Enlightenment Outcomes
The development of computers has

evolved a formidable instrument of
enlightenment. ~ Whether this poten-

Larson—Social Problems of Automation

tiality is realized in practice depends
upon many factors, of which one is the
recognition of what can be done. An
enlightened opinion on any problem of
policy is a complex matter contingent
upon the performing of five intellectual
tasks: the clarification of goals, the
perception of trend in the degree to
which goals have been achieved, the
analysis of the factors that condition
trends, the projection of future develop-
ments (if policies continue unaltered),
and the invention and evaluation of
alternative policies.

Automation technique can be of enor-

mous help in performing these intellectual
tasks for every problem of public policy.
There is no reason why working models
of 'social history and of the future should
not be part of the ordinary equipment
of educational institutions and of insti-
tutions of civic decision. The entire
social process can be portrayed in
alternative models which show such
estimated consequences as the following:
the effect of at least. two levels of ex-
penditure upon arms; the consequences
of cutting the hours of work over a
given period to 6; 4, and 2 hours a day;
the consequences of making available
at various rates a cheap oral contraceptive
to the populations of specified countries;
the effects of altering the residential
arrangements of the population in centers

HArOLD D. LASWELL is with the Yale University,
School of Law, New Haven, Conn.



and subcenters of various size -and
location; the results of lengthening the

life span during assumed periods of 10,
20, or more years, or even of abolishing
death.

If every mneighborhood, city, region,
private association, and organ of govern-
ment is to have continuing access to
clarified information mnew institutions
must be devised to supplement our
present channels of public information.
For instance, a means of popular instruc-
tion that has been applied to astronomy
can be extended to the field of public
opinion and decision making. The
author refers to the possibility of a
social planetarium. The social plane-
tarium will enable visitors to rehearse
the past and to foresee the future. Alter-
native policies relating to economic
progress and stabilization, for example,
can be presented step by step. In
this way ‘the meaning of alternative
courses of action can be grasped by
most of the population, not only by a
specialized few. Competing interpreta-
tions can be candidly set forth in presenta-
tions approved by competent specialists
so that the viewer-participant can arrive
at a well-disciplined estimate of the
likelihood of one or another outcome.
Computing instruments are indispensable
to the processing of vast bodies of data
pertinent to the needs of social planetaria.

One advantage of automation tech-
nique is that it permits more exact
appraisals to be made of the functioning
of courts, administrative commissions,
and other organs of decision. It is
probably feasible to translate the routines
of some modern logics into machine
routine; this would mean that it is
feasible to program the tax code or any
other system of allegedly logical prescrip-
tion for machine handling. The effort
to do so will disclose many removable
ambiguities. It will also make it practi-
cable to test the strength of other-than-
logical factors in bringing about decisions
by pitting machine models built to
function logically against contemporary
and historical agencies.

Political Outcomes

Previously the discussion was abotit
the possible impact of automation upon
an enlightened view of puzzling and
controversial issues. This also has great
significance for the survival of popular
government, which, as political’ phil-
osophers and political scientists have
pointed out, depeads upon an informed
public. Now consider the direct impact
of automation upon political power.

8

The obvious and basic point will be
emphasized that no technical operation
or program is introduced into a social
vacuum. Nor does automation, per se,
have “inherent” collective consequences.
Factors in the context determine the
aggregate effect by affecting the location,
timing, and scale of the operation or
program.

At first glance automation would
appear to constitute a landmark in the
historical processes that favor democratic
forms of government. The “machine
does at last become the slave and give
free time to free men for the consideration
of public business. But since the effect
of more leisure depends upon many
factors in the social context besides
leisure, it cannot be safely concluded that
the sequence from automation, leisure to
democracy is certain. Concern for public
affairs and willingness to take an active
part in civic life depend upon the perspec-
tives of those concerned. There is
evidence, though not definitive, that as
modern Americans have more leisure
they vote less often in elections and they
expect pressure groups, executives, po-
litical party machines, the press, and
public officials to look after the commnion
good. Those who concern themselves
with the distinctive specialties of modern
times, such as science and engineering,
are not as a rule conspicuous among the
active leaders of community policy
at local, state, national, and international
levels. Evidently there is an assumption
that public affairs is a specialty and that
civic judgment has no peculiar oppor-
tunities or obligations.

In the intricate web of modern life, to
civilize is to specialize. But a governing
process is needed that continually clarifies
the goal values of the whole community
and appraises the degree in which current
trends coincide with these value objec-
tives, or diverge therefrom. An exercise
of judgment is called for in which the
individual acts as a whole person, not
merely as an engineer, the head of a
family, the alumnus of a college, a
raiser of orchids, a member of a social
fraternity, a man of international travel,
or as one who plays a hundred other
roles. The civic process is the governing
process in which, ideally. contradictions
and tensions are resolved in a common
plan of purpose and method.

If democratic forms are to be kept
vital, styles of life must be developed
which take advantage of the leisure time
that automation can afford. During
basic training in the educational system
some familiarity should be acquired with
the decision-making process of society,

_organizations within it.

and of the place of individuals and
During the
early phases of intensive professional
education and practice, it is probable
that one will become too specialized to
play a significant civic role. But this
phase may typically pass into a stage of
professional growth at which one becomes
an administrator of research or moves to
general management. If one remains at
the research level, omne’s development

“typically becomes more routine and less

absorbing of the whole energy of the
personality, leaving more margin for
other concerns, including civic affairs.
Even when most acutely preoccupied
professionally, one usually belongs to
professional and other associations which
are equipped with staffs and committees.
By supporting associational activities
which are directed to public issues one
may contribute somewhat effectively to
civic life.

In these days, one cannot afford to
overlook the world of politics. Does
the advent of automation promise to
intensify the world crisis or not? The
fundamental fact in the global arena is
the expectation of violence, which is the
assumption that wars, though not neces-
sarily global wars, are probable. Given
the expectation of violence, the powers
in world politics group themselves in
opposing coalitions for defense and
offense. Contemporary world politics
conform approximately to a bipolar
pattern in which the United States
and Russia are dominant. In this
setting, the continued growth of science
and technology has contributed to an
armament race of unprecedented danger.
Automation speeds up the tempo of
whatever it touches; and it is touching
the preparation of arms and the conduct
of mutual surveillance. Hence, automa-
tion speeds up the crisis and accentuates
the bipolar antagonisms of world politics.

Will this result necessarily continue?
There is evidence that automation tech-
nique makes it easier now than in the
past to install modern technology any-
where on the globe. The question is
whether the United States will supply
enough investment capital to countries
in the non-Soviet world to take advantage
of this opportunity to develop strong
allies; or whether we will underwrite
only enough examples of superior tech-
nology abroad to provoke resentment
that the United States has not done
more. The top and middle leaders of
the former colonial peoples are especially
sensitive to this situation. Moreover,
it cannot be taken for granted that
automation will be installed by managers

Laswell—Social Consequences of Automation



who use policies relating to labor, public,
and governmental relations which will
keep difficulties at a minimum.

Is it likely that the middle powers
(like Great Britain, France, or West
Germany) will be able to improve their
political position in relation to the
United States and Russia, as they make
fuller use of automation? Or will the
strong grow stronger as the automation
revolution proceeds? The author invites
expert judgments here. This is a crucial
area for joint estimates by physical
scientists and engineers, and political
scientists. The tentative expectation is
that bipolarity will be sharpened and
that the balance of power will not
revert to the pattern of the last century,
which was dominated by relations among
a few great powers.

Perhaps it is easier to predict that, as
automation advances, centralization will
continue in the handling of all instruments
of mnational policy, whether military,
economic, diplomatic, -or idealogical.
The necessity for comprehensive and
instantaneous information, coupled with
the need of operational co-ordination,
are factors that further centralize control.

The trend to centralize is also a trend
to governmentalize. The cost and scale
of military preparation favor the spread
of this influence from national depart-
ments of defense throughout the whole
economy. The new instruments of auto-
matic operation, in this context, give
hands as well as eyes and ears to official
directives.

An examination of the mnewer tech-
nology discloses a remarkable impact
upon the unit of effective military
action. The most complex weapons
and weapon centers are supervised and
tended by rather small teams. Infil-
tration and surprise depend upon small,
agile units; and sabotage and espionage
networks call for such structures. With
the increased use of automation, com-
ponents of the total machine become
vulnerable to the well-placed few.

Automation has an important psycho-
logical effect by reducing emotionality
in combat preparations or activities.
The machine intervenes between fighters;
the destruction of a target is a result of
a number of complex and impersonal
sequences. In a sense modern war and
war preparation are always cold and
impersonal.

Cutting down on emotionality puts
the emphasis upon intellectual appeals
either to maintain or to undermine
the dependability of personnel in sensitive
positicns. The ideological instrument of
world politics is made more important,

since it may be used to reach the key
individuals in man-machine combina-
tions.

In all likelihood, owing to pressures
for social conformity, automation is
having and will have large repercussions
upon respect for individuality. Modern
technology has developed a repertory
of devices capable of penetrating barriers
of privacy. Some of these relate to
behavior such as the recording micro-
phone or concealed photography; others
refer to the inner life (narcosis-inducing
devices, lie detection polygraph ma-
chines, etc.). Although traditional re-
gard for freedom from snooping has
erected many safeguards against arbitrary
police investigation, these barriers are
already dissolving in the name of security
and loyalty inquiries, and of ‘“moral”’ or
“job” pressure to submit voluntarily to
deception tests. In the past, the effi-
ciency of police networks suffered from
shortage of personnel. The installation
of automatically monitored surveillance
instruments makes it possible to penetrate
the remaining barriers to privacy, and
to redouble the pressures toward cautious
conformity, not only to lawful pre-
scriptions but to the informal pre-
scriptions laid down by “Mrs. Grundy.”

~The potentiality exists of monitoring

not only prisons, schools, offices, plants,
barracks, training, and recreational fields,
but of surveying traffic flows, etc.

Limits to this process may be wanted
in order to maintain areas of individual
privacy and freedom. If so, it will
be necessary to stop drifting and take
the positive step of drawing up, adopting,
and administering codes of freedom.
Otherwise, the world will be comfortable
only for people who have no unconven-
tional impulses, no unpretty habits, no
objectionable behaviors of any kind,
no novel conceptions of rectitude. Man
will be approaching the time when he
automizes himself into conformity, into
seeming rectitude. Paradoxically, a
license to be unobserved for awhile may
become one of the-principal rewards of
meritorious conformity.

Affection Outcomes

Another important set of social out-
comes relates to affection, not only in
the sense of intimacy and friendship,
but of emotional identification with
such social units as the “Nation State.”
Automation requires the long-term trend
to continue, which increases the amount
of invested capital per producer. It is
often said that this has brought about
the dwarfing of the individual by sky-
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-problems.

scrapers, giant power plants, and such.
To some extent men proudly identify
the primary ego, ‘which is relatively
puny, with gigantic achievements of
the kind. At the same time, however,
many careful investigators allege that
our large-scale modern society alienates
many millions of its members. Attach-
ments are slowly withdrawn from the
larger and more inclusive entities to
smaller and more compassable units.
Presumably, this alienation affects the
United States, Great Britain, and all
of the older industrial nations more than
it does, for ekample, the Soviet world.
Where technological progress is relatively

" new, fewer elements in the population

are disenchanted with its results in
terms of art, morality, or other values of
their kind.

Well-Being Outcomes

In a related vein are some questions
about how mental and physical well-
being is connected with technology.

" One sequence runs from the technological

environment to an impact upon affection
(alienation) or rectitude (rigid con-
formity), which has already been men-
tioned. Do the pressures of alienation
or conformism in turn affect the psycho-
somatic equilibrium of individuals? Is
the demand for tranquilizing drugs, for
instance, to be interpreted as a symptom
of cumulative stress whose origin is
partly in the technological environment
which automation intensifies? Can any
significant part of the rising incidence
of mneurosis, of ‘acting out,” and of
other psychiatric disorders be attributed
to the same set of factors?

Skill Outcomes

To offset whatever adverse effects
there may be in terms of well-being,
the effect of less dradgery per day upon
human creativity can be weighed.. If
in fact, the hours of compulsory or
semivoluntary work are cut down,
perhaps human abilities will seek creative
outlets on a hitherto unimagined scale.
Undoubtedly this will give rise to
The ungifted, for example,
are problems. But some of those who
appear ‘devoid of wit and talent are
victims of our ‘current inability to
perceive new talent potentials for new
and contributory modes of expression.

Respect Outcomes

A brief word about respect outcomies.
Scientists and engineers are today en-
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joying much public apptreciation. This
will grow more stable and rational as
civilization takes its shape. But there
are many tensions of transition, not the
least of which is the predicament of
literary and -artistic men and women.
One brigade of writers and artists is
articulately unhappy with the  times;
they are conducting a rear-guard action
that stigmatizes the techno-scientific
culture of the age, and dramatizes the
inner turbulence of the alienated in

spirit. It is, perhaps, true that much
of this is a reaction to a sense of humilia-
tion; and that the humiliation comes
from unwillingness or incapacity to
acquire the knowledge essential to achieve
a sense of belonging to the world of our
epoch. If modern man is to be safe
from crises resulting from resentments
that stem from humiliation, it is impor-
tant to speed up the process of sharing at
least a minimum comprehension of the
meaning of the scientific outlook. Surely,

with all our resotirces and intelligence,
this is not beyond our capabilities.

The author has said nothing about
economic outcomes. Others will look
after that. The aim of this paper has
been to suggest some of the impacts of
the process of automation upon other
outcomes in the social process such as
enlightenment, politics, rectitude, affec-
tion, well-being, skill, and respect. The
greatest of these, in terms of potential, is
enlightenment.

The Social Problems of Automation

B. J. SCHAFER

- 'NONMEMBER AIEE

MERICAN industry ap'pears\ to
be moving into a period of tech-

nological change which staggers the

imagination. While a layman may have
read a great deal about the new auto-
mated processes, and may have had con-
siderable actual experience with the practi-
cal impact of automation, it is difficult
to visualize fully the changes Wh1ch are
taking place,

Americans are fascinated with the
new technology, and are a people who
always have been entranced by me-
chanics, by science, and by the wonders
which can be accomplished by machmes
and instruments. Americans are 1nc1med
to glorify mechamcal technical, and
scientific progress. But the current revo-
lutionary change in technology has
reached a point that is sometimes
frightening.
ress has come about by relatively easy
stages, Each mnew invention -affected
only a limited segment® of -industry
anid economy. FEach new machine rep-

resented only one step forward on an’

old process. Mechanical programs-did

not jump overnight from hand shovelsto’

10-cubic-yard - earth- movmg -machiries,

“biit"instead: moved by easy stages over‘

“Each of ® s, as
‘could * savor “and:

a period of decades.
amateur mgchanics,

enjoy the step-by-step ‘changes in’ the-

machinery we loved to watch in operation.

Now, automation has brought about the
expectation of oveérnight' revolution in
the way ‘we apply energy and build
things. The change not only threatens
to be abrupt, it also-is so great as to
outrun the imagination. Laymen have
t6 some degree lost their: -capacity ‘to
enjoy watching - change' as spectators,
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In the past technical prog--

and are hard put to understand the
new devices which are coming into

. factories and offices.

We continue to admire, indeed, we
continue to virtually worship, the scien-
tists who create the fantastic new
methods and machines. Vet we are
filled with apprehension, for there is a
vague and uncertain feeling that these
scientists . are so engrossed with the
almost supernatural nature of their
instrumpents. that they have forgotten

the natural needs of mankind.  The:

author does not make the charge that

the scientists have forgotten the people;

only that many;people have a feeling of
apprehensmn At times the trade union
movement shares that apprehens10n when
we see the industrial applications in
certain cases. I am sure the scientists
are just as interested as I am in dispelling
this apprehenswn and creating a climate
in. which the layman can trust the
scientists, and the scientists can feel
that they are working solely for the
We_lfarg of people.

Pauel discussions such  as the omne’

which produced this group of papers
certainly contribute to a better under-
standing between those gentlemen who

are working electronic marvels and the.

laymen who are amazed by it all. Dis-
cussions like this can serve to provide
us with mutual education and perhaps a
better understanding.

Speaking as a representative of
organized labor, I can assure you that
labor does mnot oppose automation - as
such. We are wholeheartedly in favor
of the application of better, faster,
easier, and cheaper methods of performing
work, so long as these methods are

applied with due consideration of the
needs of the people. My only thesis is
that the technology of man must always
serve people; people must never be
made the slaves of technology.

Organized labor has no doubt that in
the long range automation will benefit
the human race. Anything which in-
creases the production of goods and
services for the use of people, and
anything which reduces human toil,
ultimately will bring about a more
pleasant life. Labor does not want to
return to a past era of hard manual
labor with picks, shovels, and other hand
tools. Mechanical progress already has
relieved labor of much of its unpleasant-
ness and we certainly do not want to
stand in the way of technological progress
which will relieve us of still more toil.

This is our long-range view. In the
short range, labor resistance will be
found from time to time in the application
of new automated processes which bring
hardship to individual workers and
groups of workers who are displaced by
new equipment, with resultant personal
and family dislocations. Whenever new
equipment is applied under circumstances
which take into consideration first the
welfare of the people concerned and
secondly the question of mechanical
efficiency, there will be no substantial
resistance from labor. But whenever
new equipment is installed purely on the
basis of production efficiency and with-
out regard for the human beings who
suffer thereby, resistance and resentment
will be built up.

All changes in our way of doing
things, whether these changes be eco-
nomic, administrative, or technological,
should be made on the basis of what will
best serve the people. Labor believes
that industrial planning should start

B. J. SCHAFER is with the Oil, Chemical and Atomic
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from the first premise: “How will this
affect people?” ‘and that other factors
should be secondary.

In considering the needs of the people
in applying automation, the problem
should be considered from two stand-
points:

First, the general economy of the
United States and the free world must be
considered and there must be general
economic adjustments to accommodate
the increased production made possible
through automation.

Second, the welfare of the individuals
directly affected by each specific case of
automation must be considered and
provision must be made to eliminate or
at least minimize the hardship of change
on these individuals.

Taking these two considerations one
at a time, the general economy will be
commented on first. In organized labor,
and particularly in the industrial unions
where the most direct effect by automa-
tion is seen, labor’s economic philosophy
is quite simple. We believe that above
all there must be maintained a balance
between productive capacity and pur-
chasing capacity. Whenever there is
more purchasing power than there is
productive power, inflation results.
Whenever there is less purchasing power
than there is productive power, the
results are declining markets, curtailed
industrial operations, and a recession
such as the United States i is experiencing
today.

As production increases, so must
purchasing power. Theoretically, this
could be accomplished while holding
wages level by cutting prices in the same
proportion - that productivity rises.
Practically speaking, in the society of
pressure groups, it seems virtually impos-
sible to bring about price cuts. There-
fore, we revert to the position that
wages must increase in propertion to
the increase in productivity if we are to
maintain a balance between purchasing
power and productive power.

Over the long haul, American pro-
ductivity as a whole has in the past
increased at a rate of about 3%, a year.
Over the long haul, labor has managed
to secure wage increases, that is, in-
creases in real wages, not counting
inflation, at approximately the same
rate. This means that in the long run
there has been maintained a productive
power-purchasing power balance. There
have been mnotable exceptions to the
over-all trend; for example, in the
late 1920’s, purchasing power declined
below productive power and the United
States had a terrible depression. In the
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past few years there has been another
decline in purchasing power, relative to
productive power, resulting in a recession.

The rapid advancement of productive
capacity through new automated proces-
ses can bring about maladjustments more
sudden and more severe than we have
experienced in past occasions of relatively
simple mechanical advancement. In the
past, new equipment in a given situation
increased productivity by only a few
percentage points. Some of the actual
and projected automation projects of
today can increase productivity in a
given process by several hundred per
cent, and can do it overnight.

It is going to be difficult to make
economic adjustments necessary to main-
tain our production-consumption balance
as rapidly as the technological changes
can be made because the elimination of
entire departments, geographical changes
in business locations, and disruption of
competitive relations of companies caused
by “these technological thanges create
work force ‘dislocations affecting great
segments of the economy and population.
This creates problems that stagger the
imagination. ‘But ‘these changes must
be made or chaos will result.

The law of supply and demand cannot
be depended upon to make the necessary
adjustments. The law of supply and
demand appears to have been repealed,
for all over this nation oversupply and
rising prices are seen side by side. For
example, the automobile factories have
been partially automated, productivity
has vastly increased, there is an ovei-
supply of cars,” yet prices do mot fall.
The oil industry - already is highly
automated, productivity-is increasing at
the rate of six or seven per cent a 'yéar,
the supply 'is overflowing the storage
tanks, and still prices stand firm. -

Since the law of supply and demand
no longer appears to operate, it is obvious
that some other forces must be applied
to maintain balance. The labor move-
ment seeks to restore the balance by
securing higher wages. These higher
wages would compensate for increased
productivity and would provide a
consumer demand in line with the
increased supply of goods and services.
labor is under comsiderable criticism
because of its constant pressure for
higher wages, but in fact the insistence on
raising wages is the only force that
labor can see which is at present working

toward the maintenance of production-’

consumption balance.

Of course the balance between produc-
tion and consumption can also be
maintained through working shorter

hours. Certainly that work which is
available should be distributed equitably
to all, whether that means a 40-hour
week, a 30-hour week, or even a 20-hour
week, if we are to maintain consumer
purchasing power. Already there is a
slight downtrend in working hours, not
only in the reduction of the workday
and the workweek, but also in the
reduction of the workyear, through the
reducing of overtime and the granting
of longer vacations and more holidays.
These current reductions are but -a
drop in the bucket compared to what
may be possible in the future. -

Organized labor favors shortening of
working hours because it believes that
with shorter hours and modern tech-
nology, enough can be produced for all.
However, this approach to the balancing
of purchasing power and producing
power- is secondary in our opinion to the
more beneficial approach, in the im-
mediate future at least, of raising our
consutiption levels still higher by in-
créased” wages. There are still many
people who do not have a decent standard
of living and there are a multitude of
others who lack many of the modest
conforts and luxuries. ' There is a great
deal of room in this country, despite its
appearances of prosperity, for the develop-
ment of a higher standard of living.
Roughly 209 of our families still earn
less than $2,000 per year while the
studies by the Heller Budget Group
establish "a recommended minimum
budget requirement for a family of four
at over $5,000 per year in most of our
urban areas.

Labor strives for higher wages and for
shorter hours. This, we believe, not

“only benefits working people but helps to
‘balance the economy to the benefit of all

segments of society. An alternative to
our role as a pressure group -balancing

‘the ‘economy, and I grant we accomplish

this‘end rather unevenly and uncertainly,
would be a planned economy in ‘which
some authority or other would dictate
the amount .of production to be permit-

‘ted, the amount of labor to be employed,

and the amount of purchasing power to

* be made available to labor and other
‘consumers.

" There 'is tremerndous re-
sistance in this nation to any sort of
planning of the economy, and labor
generally. shares the opposition thereto
because we generally: feel it is contrary
to the principles: of our democratic way
‘of life; “but all of us, in every line of
endeavor; be it investment, management,
engineeritig, or labor, should bear in
mind that if we do not show the states-
manship to maintain‘a balanced economy,
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then there will be chaos, and planned
economy may be forced upon us.

And -before the idea of a planned
economy can be entirely cast aside
on the grounds that it is onerous and
smacks of dictatorship, we had best
give some thought to some degree of
economic planning within the framework
of our democratic institutions or else
we may increase the danger of a dicta-
torially planned economy at a future
date.

Frankly, organized labor has serious
concern over the ability or willingness of
American industry to provide the neces-
sary leadership or statesmanship to
maintain balance without planning or to
permit planning within our democratic
system. American industry has demon-
strated- again and again, and is daily
demonstrating at present,. that it is
primarily concerned with profits and
largely unconcerned with the general
welfare. While each individual corpo-
rate official may concede that something
needs to be done to maintain economic
balance, none is willing to take the lead
in definite action toward this end. The
social leadership of many of our impor-
tant industrial leaders today seems to be
limited to the making of speeches
criticizing labor unions when in fact the
pressure of unions to maintain wages
and therefore purchasing power, is today
the only force maintaining a semblance
of balance.

The economy during the past several
years and up until approximately the
past year has been able to absorb the
impact of automation. Our ability to
consume has kept pace with the increase
in productivity made possible through
new technology, thus maintaining a
healthy economy. Speaking of the in-
dustry with which I am most intimately
acquainted, I will point out that the
oil-refining industry increased 519 in its
productive capacity and the market
demand for its products during . the

decade of 1947 . to..1956...This. came .

abotit, by the way, with the number of
productive workers employed remaining
virtually unchanged during the decade.
In fact, the number of - blue-collar
workers in the oil industry actually has
declined slightly in recent years.

So we had in the oil industry a labor
force of approximately unchanging size,
a rapid acceleration in productive capac-
ity due to new technology, and a market
which would absorb that expanding
production. During this same period,
domestic oil demand has gone from
-5,452,000 to 8,797,000 barrels, and
refining throughout has risen , equally
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in volume in that period. But in the
past year, the market demand for oil
products has levelled off. It has mnot
declined, at least not more than about
one percentage point; it has simply
stood still. And this mere levelling off
of demand has caused troublesome
upsets in the oil industry. Thousands
of workers are being laid off and now
the companies even claim that their
profits are dropping, although they are
still quite handsome. This demonstrates
the point that we cannot tolerate expand-
ing production in the absence of expand-
ing markets. This demonstrates that
purchasing power must increase; it is
not enough that purchasing power stand
still, that it rest upon a plateau; it
must expand.

Perhaps you feel that I have dwelt
too much on economics. But economics
and automation cannot be separated. It
would be pleasant if we could consider
automation as a thing apart, but we
cannot, for automation is the biggest
thing that has hit economics since the
development of the capitalist system.
At all times bear in mind the effect of
automation on ecomomics and thereby
the effect on society. Those men who
would apply automation to our machinery
have an obligation to consider its eco-
nomic impact, and they have a responsi-
bility to support such measures as may
be mecessary to maintain economic
balance.

Of course no single case of automation
will within itself destroy the economic
balance. But a single installation in a
single plant or office can be quite upset-
ting to the human beings employed
there. We have built up a system of
society in which mnearly all working
people are pretty well committed for
life to a given job. To move to new

employment, if possible at all, is dif-

ficult and costly. Each individual’s
security tends to be wrapped up in a
single corporation and he cannot move at
will from one company to another
without losing the benefit of experience
and training which often is not trans-
ferrable to a new job, and without

impairing economic benefits such as

pension rights and the like. Further,
most industrialists simply refuse to
hire a man more than 40 years old, and
for some jobs he had better be under 30.

So there is a situation in which a
human being becomes part of a partic-
ular machine or a particular corporation.
He doesn’t always fit in as an integral
part .of another machine. There has
been .less progress and less attention
devoted to the interchangeability of

people than in the interchangeability
of our precision-measured machine parts.
These people who are rendered obsolete
or displaced by automation cannot
be cast aside as are the old machines
rendered obsolete by new technology.
They cannot be sold for scrap at the
Pittsburgh mills. They have to be
considered and treated as human beings.

Therefore, in each case in which
automation is applied, provision must
be made for the people displaced. If
the ecomomy is expanding and if the
particular company involved is expand-
ing, it is often possible to transfer
people from omne job to another within
the company. This has been taking
place in recent years, or at least it had
been until the current recession came
about. Even these transfers involve
problems. A man who has spent 20
years learning the skills of operating a
piece of equipment should not be demoted
to an unskilled rate of pay when, through
no fault of his own, that piece of equip-
ment is replaced. Every effort must be
made either to retrain him for work on
the new equipment or to maintain his
established rate of pay even if no
similar work remains available.

Many companies are putting extreme
pressure on middle-aged men to retire
these days. Men of 50, with 15 years to
wait for a pension and with weighty
family problems are being cajoled and
pressured to take early retirement on
inadequate pensions, to take pay. cuts,
to take heavy work they cannot handle.
This is simply not an acceptable solution.
The more often it happens, the more
bitterness will build up among working
people.

Labor recognizes that it is sometimes
costly for companies to take care of the
surplus manpower found on hand when
they automate, but we believe that the
companies should make provisions for tak-
ing care of the people just as they do
when they make financial provisions to
write off old equipment and arrange to
buy multimillion dollar new production
units. As in these cases, money can be
ear-marked to provide for the old people.
Alternatives must be found to the loss
of dignity, worthiness, productivity, and
self-respect which comes to a man when
he is denied an opportunity to work
and earn a living. If such alternatives
cannot be found, then no machine, no
method, no technology is worthwhile
for all of the wonderful production it
can turn out. }

In summary, I will say that in the
application of new technology, every
person concerned should adopt a motto
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such as: ‘“‘Consider first the human
being.” We should ask ourselves the
following questions, both in general and
in each new case under study: ‘“Does
this new process help the human race?
Will it bring more good things to the
people? Will it destroy the usefulness

and the dignity of a single human
being?”’

The answers to all of these questions
are important. Automation does bring
the promise of more good things for
less toil. Properly applied, it will bring
to the most humble citizen a standard

of living that no one dreamt of 50 years
ago. But in all cases, proper application
must be made, with due consideration
of the human beings who are affected
by the almost supernatural machines
which we are now putting into use to in-
crease efficiency and production.

The Social Problem of Automatioyn

CUTHBERT C. HURD

NONMEMBER AIEE

ATHER than the announced title,
the subject might more appropriately
be: “Automation As It Has Demonstrably
Affected Man’s Working, Man’s Playing,
and Man’s Thinking.”” The field of elec-
tronic computing which is today identi-
fied with automation, is now 10 years
old. Consequently, there is no need for
speculation concerning what might hap-
pen in the future. Rather, examine what
has happened in the 10 years just past.
Ten years ago it was thought that all
-manner of social problems might be
created by the introduction of the elec-
tronic computer. In the light of ex-
perience, it can now be stated that given
appropriate foresight and planning, the
introduction of electronic computers can
be accomplished in such a fashion that the
fears of 10 years ago are proved ground-
less. Automation has extended man’s
capability as a worker and as a thinker.
The experience on which the analysis
can- be based is indeed great. During
the past 10 years, computers have been
applied in the field of science, in the field
of business, in the field of the military,
and are now being thought of increasingly
for applications in the field of automatic
process control. There are at least 200
giant machines in use; there are at
least 1,000 middle-sized computers in
use; and there are several thousand
small electronic computers in use. Sur-
veys have been made concerning the
usefulness of these machines and their
effect upon the people surrounding them.
Case studies have been made and the
results reported at scientific meetings.
Moreover, we are still a small fraternity;
we see each other frequently, and speak
frankly  concerning our experiences.
Thus, a great deal is known about our
10 years of experience, and examples
will be used rather than statistics in
support of the statement that the fears:
of 10 years ago were groundless.
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The opening statement indicated that
the discussion would concern automation
and information processing as they apply
to man at work, man at play, and to
man’s thinking. The author would now
like to withdraw the second topic because
it is his observation that those who are
engaged in the field of automatic informa-
tion processing are faced with so many
absorbing and exciting fields for develop-
ment that they are finding their leisure
and their playtime in their work. Stated
directly, most of us are working harder
than ever. This might mean that one
man’s leisure is another man’s automation
and it reminds me of the story of an
American meatpacking executive who,
vacationing in Spain, visited a bull fight
in Barcelona. ‘‘Wasn’t*it interesting?,”
asked a Spaniard, later. “Yes, it was,”
admitted the visitor, and hesitated a
moment, trying to be polite, “but it’s
an awful bother, isn’t it? We do all
that automatically back home.”

Now to relate automation in infor-
mation handling to man working and to
man thinking.

Man Working

This section encompasses three topics:
New professional opportunities, position
enlargement, and co-operation between
professional people.

NEW PROFESSIONAL OPPORTUNITIES

It is clear that a whole new profession
has arisen in a fashion which interacts
with the development of electronic
computers. Not only has a new pro-
fession arisen, but there has been an
extension of a number of existing pro-
fessions. The new profession is that
which is commonly known as program-
ming. This word is not completely
precise and is used variously to include
problem analysis, programming per se,

coding, and, on somewhat rarer occasions,
the word programming is used to include
also the task of carrying out the solution
of the problem on the machines. If
programming is thought of particularly
in one of the first three senses, it is clear
that there is a professional activity
involved. That is to say, it is possible
to describe in a formal manner the abil-
ities which are required for success, the
activities which comprise programming,
and the educational attainments or
experience which gives promise of success
in the field. Indeed, there are now per-
haps fifty universities in the United
States which have inaugurated courses
of instruction in the field using medium
or large-scale machines for laboratory
purposes. Based on the number of
machines installed and on the magnitude
of the educational effort, both on the
part of manufacturers and universities
over the past few years, one can estimate
that there are some tens of thousands
of professionals already engaged in the
field of programming. This profession
is growing vigorously.

In addition to the new profession,
the desirability of applying automation
in information handling has been realized
in almost every branch of the physical
sciences, the social sciences, and begin-
ning now, in the humanities. Thus,
it is common to require that students in
some of the engineering sciences be
required to learn computing, and indeed,
Professor Morse, Director of Computa-
tion at Massachusetts Institute of Tech-
nology once said that he looks forward
to the time when every graduate at
Massachusetts Institute of Techmnology
will be familiar with computation and
will be able to use it as a tool in his
profession.

This new profession and the extension
of existing professions has been described
not only because of its importance in
itself, but because the new profession
has a direct relation to position enlarge-
ment, which is the next topic under dis-
cussion.

CurHBERT C. HURD is with International Business
Machines Corporation, New York, N. V.
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PosItioN ENLARGEMENT

Position enlargement is an important
consequence of automation in information
handling. As automatic methods have
replaced either semiautomatic methods
or manual methods, workers have perhaps
joined the newly created profession of
programming or they have been given
an opportunity to remain in existing
positions, but in such a fashion that
their work is less routine and more ex-
citing. That is, their positions have
been enlarged; they are more demanding,
intellectually. There has been much
in the literature on this topic, and there-
fore this paper will only cite an example
that is directly within the author’s
experience. In 1954, it -was decided that
in the International Business Machines
Corporation plant in Poughkeepsie, the
production control perpetual inventory
system would be placed on a 702. (The
702 has now been replaced by the 705.)
A program of orientation for all of those
engaged in the perpetual inventory
department was immediately started;
and as the planning, coding, and installa-
tion was accomplished, the orientation
and educational program was continued.
Many of those who were initially engaged
in the inventory department in the plant
have continued to be so engaged, but
with two differences. First, productivity
in the department has greatly increased
because of the faster availability of more
accurate information. Secondly, the
character of the work has changed
sharply. The work is now primarily in-
ductive in character and comnsists of ar-
riving at plans of action with respect to
machine parts which are reported by the
705 as requiring attention. The position
has been enlarged with the consequent in-
crease in professional satisfaction.

CO-OPERATION BETWEEN PROFESSIONAL
PEOPLE

In this section the discussion turns to
co-operation between those who are
engaged in the field of automatic in-
formation handling. It has been demon-
strated repeatedly that electronic com-
pitters create their own environment.
Thus, the satisfactory application of
machines to one task immediately-seems
to suggest additional uses. Therefore,

there are always many tasks waiting to

be approached. We never catch up.
It is imperative, therefore, that duplica-
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tion of effort be eliminated wherever
possible, and thus there have originated
co-operative efforts among programming
groups. The author has often marveled
at the extent and at the effectiveness
of this co-operation. In an economy
which is highly competitive and in which
proprietary information is held with
great care, the co-operation among pro-
gramming groups has grown rapidly and
is illustrated, for example, by the SHARE
organization.

This section will be concluded with the
remark that as a result of the introduction
of automation in information handling,
there has grown up a new profession,
existing professions have been extended,
workers have been -allowed an oppor-
tunity to enter this new profession,
workers have been given the opportunity
for additional education, workers have
been given the opportunity for position
enlargement, and finally, there has
arisen a great amount of co-operation
among groups which might normally
be regarded as competitors.

Man Thinking

The most important effect of automa-
tion on man is. its effect on the extent
and the power of his thinking. First,
man can now contemplate certain ad-
ventures which would be. impossible
without automatic methods of infor-
mation handling. Secondly, perhaps it
may be that the productive.power of
man’s thinking has been increased by
and through the use of computers.

With respect to what man can now
contemplate, only two illustrations will
be given. First, it is apparent that any
idea of space travel depends directly upon
using a computer as a designer and upon
using a computer as a controller. .In
this field the only limitation on distance
of travel is considered to be the limitation
of the speed of light, and even this possible
limitation has been challenged recently.

Secondly, because. of automation in
information handling, it is now possible
to contemplate a future simulation of the
United States economy and the answer
to questions such as are presently widely
discussed: Should the United States
change economic parameters (i.e., tax
rate) and thus attempt to terminate a
recession, or not?

An effect then of automation is that
man can now contemplate the ideas of

space travel and of applying servo
methods to the economy.

Has the power of man’s thinking been
increased; is man getting smarter be-
cause of automation in information han-
dling? All here recognize that we do not
even know what this question means.
John von Neumann, from whose work
and inspiration all of us profited greatly,
was mnever able, even with his great
powers of analysis and introspection, to
arrive at a description of thinking which
was satisfactory to him. Roger J.
Williams, a pioneer worker in the ““Science
of Man,” wrote in a recent article!
“While I do not wish to oversimplify
the functioning of the brain, I think
that we can safely say that it has some-
thing to do with the thinking process.”
This statement was taken out of context
with the hope that all will read the com-
plete article. It is used to indicate
how much has yet to be learned about
thinking.

Even though lacking precision of defini-
tion, all would agree, perhaps, that terms
such as problem solving and learning
are connected with thinking and with
intelligence. It is therefore not only
desirable but essential that one considers
how startled anyone would have been 10
years ago had one been told of some of
the developments which are now active,
which are in the forefront of our activities,
and which seem possible only as a cumula-
tive effect of 10 years of experience in
computing. As examples, refer to the
work of Simon and Newell in theorem
proving by machine by nonalgorithmic
methods and to the work of Friedberg in
how to solve problems without giving the
machine an explicit method.

It may be that people themselves are

not smarter but at least it seems to me
that the problems which people now pro-
pose to solve have scope and generality
which would have been completely
unimaginable 10 years ago. Indeed,
it is the author’s view that the power and
extent of man’s thinking has been in-
creased because of his experience with
automatic computing machines.
_ Automation has been beneficial to man
working and to man thinking. The
fears of 10 years ago are proved ground-
less. '
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Discussion

Harold D. Laswell: The important
phrase in Dr. Hurd’s extraordinarily valu-
able summary was, given appropriate fore-
sight and planning, that there had thus far
been no social problems, and I think that
this is precisely where the emphasis needs
to be put. It is of the utmost importance
to make explicit the assumption about the
context in which such instruments as we
are talking about are used. In making
these assumptions, we are talking about
the conceptions of advantage and dis-
advantage that the various industries,
firm leaders, owners, investors, and other
decision makers of the complex social
processes of the United States, and ulti-
mately of other countries, will be involved
in. It is, in all probability, quite beyond
the possible scope of any one profession
to control the social consequences of its
specialized activity in society.

This is feasible in a limited scale during
the initial period in which the new social
innovation is taking place. As long as it
is relatively puny in scope, it is possible
for people of good will, for example, to
control considerably the administrative
devices which are made use of in an effort
to anticipate the kind of difficulties that
may arise.

I wish to emphasize this point because I
think that it is important for professional
groups, in this century particularly, to
make use of all of the instruments that are

at our disposal to anticipate the conse-

quences of controlling part of the world
balance of power, of controlling some in-
dustries faster than others.  These are
the interesting questions, the ones which
can be affected by the advanced planning
that was referred to by Dr. Hurd. I suspect
that it is appropriate that, as this profes-
sion extends its scope and functions, the
profession might interest itself even more
than it has to date in undertaking to con-
template and foresee these consequences of
social action.

With reference to the comments con-
cerning scope and generality of thinking
and what has already been done to increase
man’s thought effectiveness in these partic-
ulars, this is especially true in the areas
of the social disciplines. It is already
most obvious in the case of certain anticipa-
tions of population shifts. The effect is
also quite apparent and significant in
relationship to a variety of productiv-
ity.

In the other branches of the social
disciplines, there has as yet been minimum
social impact, and one of my hopes is that
it will be more possible for us to develop
decision-making processes that will make
it appropriate for us to develop simulations
of the major consequences of policy action,
to which reference has been made.

Now then, I might conclude by saying
that I welcome especially the very immedi-
ate and important emphasis which has been
put on the problem of domesticating these
new devices of production and of social
thinking. With reference to the emphases
which have been given by labor’s representa-
tive, it is plain that we will want to consider
the source and extent of policy referred to,
in case industrial management is slower in
waking up to the potentiality of the situa-

tion, and in case that management does not
entertain the enlightened policies that
Dr. Hurd has described in the case of
inventory control. Also, we are confronted
by other problems' of social intervention.
The question will come, ‘“How far will we
go, and through which channels, to supple-
ment the failures of voluntary interpretation
of self-interest that coincides with a social
advantage?”’

Two last remarks: As indicated previ-
ously, among the consequences that we
might consider at one point is the effect
on the psychosomatic integrity of people
in our society, and also the significance
for the skillful outcomes in society.

I think that perhaps one remark here is
worthy of underlining for the purpose
of discussion. It is often pointed out by
individuals that it may be that some
people in our society are ungifted, and it
is quite clear that the ungifted people are
problems; i.e., those whose predispositions
we do not know how to utilize in ways we
regard as socially contributory and that the
individual accepts as satisfactory.

Now the one point I wish to make clear
is who at any given time are called the
ungifted. It is not necessarily the group
that we will call the ungifted 10 years
hence. The remarkable development is
the result of modern science and technology,
the expansion of methods of discerning
capabilities to discover that 10, 20, or 30
years ago our notions about who were the
ungifted children were singularly beside the
point, and that a great many of the un-
gifted children were merely good in mathe-
matics, and their teachers were not. I
commend to ourselves the implications of
this particular point, and suggest that we
need to keep our minds open, as usual, to
the possibility of discovering that those
who are ‘“‘ungifted”’ reflect only light from
the darkness of our own current and scien-
tific knowledge.

B. J. Schafer: Mr. Chairman, since I
rather overstayed my leave awhile ago while
on the podium, I desire not to impose on
these good people too much. I think, how-
ever, one brief statement about the refer-
ence to enlightened management becomes a
point that is extremely important to we,
from the side of labor who constantly go to
the bargaining table and have duplicate
discussions of all that has happened here,
where we discuss with the many hundreds of
companies with which we bargain, our
analysis of this thing called spreading
technology and is effects on all of our society.
I do not limit my statement to the effect
on our people because we have learned that
this problem is rather general in character,
and in those discussions with management
we are having almost the identical clash
of ideas and ideals that have occurred
here. I hope, however, that management
might come to the bargaining table with
some reservations about some of the things
we say, again to see this broad social
impact and take note of it, and recognize
that there are things that have to be done.

I have had some personal experience;
I have seen the displacement, and it is
rather difficult when a man who is 50
years old finds himself without a job as a
result of the introduction of some new
machinery in, say, a pipe line which might
have employed 2,000 people and extends
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from a refinery, say, in Houston, Tex., to,
say, Harrisburg, Pa., and finds itself in a
period of 6 years so completely automated
that the force has been cut to a figure
less than half of that which previously
existed. Many of those people are reduced
to returning to farms, and to doing other
things. Those are some of the practical
things that we around the bargaining table
discuss, and those are some of the things
that we sometimes find management re-
luctant to do anything about.

So I would hope that the same kind of
understanding that we are arriving at here
this morning in this broad discussion of
the problem will become more general in
character in all sections of our social
structure. I would like to question my
distinguished colleague a bit more. Is
it correct that, “The trend to automation
creates,”” as I understand it, in Dr. Laswell’s
analysis, ‘‘a trend to centralize?”’ I thought
that might lead to other centralization
trends. I believe he made reference to a
centralization in government trends in
planning. - I would like to inquire as to
what his thinking was with respect to
that point. I could view it with alarm, or
I could view it as something that might be
good.

Harold D. Laswell: If I may reply, at
the moment I am not viewing with alarm,
nor am I viewing with enthusiasm. I was
undertaking to characterize the profitable
course of future development, suggesting
that the instruments to which we are re-
ferring here are likely to be made use of on
the basis of dominant purposes of the social
context in which these instruments are
being employed.

Now the dominant purposes characteriz-
ing a nation’s status in a time of continuing
mobilization and militarization are quite
likely to continue in the direction of central-
ized direction of the allocation of the
economic resources, for example, for pur-
poses which are called national security.
Under these circumstances the motivations
are great in the direction of developing the
instruments not only of central planning,
not only certain kinds of central operational
check-up control, but also to develop the
instruments of surveyance. All of these
mean that the government, the institution
that is authorized to speak in the name of
the whole community, comes to be re-
garded as the agency with the greatest
responsibility for performing each of those
operations in central fashion, and co-
ordinating a wvariety of the resources of
activities of the community to accomplish
those purposes. What I am suggesting is
that, in the years to come, in all prob-
ability, we will see the devices made use of
to increase the degree of centralization of
this character. This increases the degree
of centralization of this character. This is
all that I intended it to mean, but, needless
to say, I welcome questions on this point.

B. J. Schafer: I want to ask the question
because I, too, pointed to the fact that there
is a certain trend toward centralization in
thinking and control, but that we, in the
trade union movement, customarily felt
that too much centralized planning smacked
of a totalitarian approach that we might
not like. I think that other people have
much the same concept, but I gather from
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your statement that this is something to be
thought of, and warned of, and that may be
a national trend, and I can see where that
is a possibility.

Cuthbert C. Hurd: I want to comment on
one of Mr. Schafer’s ideas which he re-
peated, and, therefore, I am sure he is at-
taching a great deal of importance to it.
He said at one time that there were prophe-
cies which might bring about improvement
on the order of several hundred per cent and
which might be incorporated almost over-
night.

I match this with the experience which our
industry has had with the military applica-
tion of the guided missile. It is only now,
in 1958, after the expenditure of billions
of dollars and the application of some of the
best brains in America, that the missiles
can be controlled by computers.

Let us talk about process control with
computers in maybe 10 or 12 years, com-
pared with a field in which we still do not
know whether computers are going to suc-
ceed, the field of application of data-proces-
sing machines in business. What is happen-
ing is this: The busiesses that started out
first with manual methods then evolved to
punch-card methods, finally are ready for
large automatic machines. However, the
period of time it takes to study and install
and make a large automatic machine
profitable, even after all of this evolution,
is about 3 years. In our field I do not
know of the possibilities for overnight
improvements of several hundred per cent,
which might bring into being the dis-
location of the entire departments, and the
disruption of activities. I do not know,
and I guess that no one else does either.

Harold D. Laswell: I would very much
like to hear a comment upon some of the
implications that I referred to for the de-
velopment of institutions to clarify policy
alternatives. You may recall that I said
something about the possibility of develop-
ing the social planetarium idea. Clearly,
if one is to develop simulation models of
the future allocation of population and
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resource, to characterize many of the
future institutional processes in society,
we will need the kind of instruments
that will make it possibe to develop these
forecasts: well in advance. I would wel-
come comment on this type of fantasy
as to whether it is a simple extension of
what is already under way, or not.

H. T. Larson: This is one of the more
sophisticated applications of the computers.
Perhaps Dr. Hurd would be best able to
give us a feel as to whether or not progress
has been made in that direction.

Cuthbert C. Hurd: I suppose that the
organization of such societies as Solametric
and Psychometric, etc., which gives indica-
tion of fact, whose work is in the field of
psychology and sociology, and where there is
the possibility of making a major science of
those fields, in itself is a very helpful sign.
I think that the development of models,
even in science, always takes much longer
than one hopes. It seems to be that the
development of models in social sciences
takes a fairly large amount of time.

H. T. Larson: I expect that it will pro-
ceed very much as the physical sciences,
and that models will be developed as a re-
sult of experiments and analysis. We have
all read articles that have postulated eco-
nomic models, but I do not know whether
these have been used on computers.

Cuthbert C. Hurd: Rather recently there
was an indication from Massachusetts In-
stitute of Technology and also one from
Harvard, that they saw the possibility of
simulating the Canadian economy. The
Canadian economy has been worked on,
from the standpoint of simulation, for 20
years.

Which brings up a point. The computer
industry has co-operated closely on auto-
matic coding techniques for mathematical
problems, and at the same time we realize
that the simulation techniques on digital
machines are becoming more and more
important. I know of no concentrated,
concerted, co-operative effort to develop

automatic coding techniques to make simu-
lation easy on a digital machine. I hope that
the President of Share organization is here,
and that he will start to work on this ques-
tion.

We should all congratulate the Technical
Program Committee for inviting these dis-
tinguished guests here today. I do not know
when I have sat down and had someone get
up and mention five or six ideas that had
never occurred to me; and this has happened
today. To mention only a few: The idea
of using the computer as enlightenment in a
political situation; and the expectation of
violence and how it is related to computer
development. These are startling ideas
and completely new to me. Then tie
this in with Mr. Schafer’s comments that
labor is not afraid of automation, what
labor is asking for is enlightened manage-
ment. Enlightened management, I take it,
will consider the new ideas that Dr. Laswell
has brought to us. We are only ten years
old, and I look around here and I can sece
perhaps five or six of the small handful of
people who started computing in this coun-
try 10 or 12 years ago. What are those fel-
lows doing now? They are all managers.
It is perfectly evident that not only they,
but almost everyone in this room, increas-
ingly, as automatic computing takes effect,
are going to have positions of greater and
greater responsibility, greater and greater
managerial responsibility. You have been
challenged today with new ideas, and you
are the managers of the future in automa-
tion.

H. T. Larson: I think that that will serve
very nicely, Dr. Hurd, as an up-beat note
for the closing of our sessions.

I think that I speak for all of you, as
well as for myself, in thanking Professor
Laswell for giving us the benefit of his
many studies over the years, and for
applying his insight into the possible
consequences of automation. Similarly I
want to thank Mr. Schafer for so effectively
stating the case for organized labor, and Dr.
Hurd for so effectively speaking on behalf
of the computer industry.
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Logical Circuitry for Transistor

Digital Computers

J. H. FELKER

NONMEMBER AIEE

AN’S FIRST logical circuitry used

gravity to supply the basic motive
power in automatons of various com-
plexities that were created from hy-
draulic devices! long before arithmetic
was mechanized. Apparently these first
automatons were used in mystic shrines
and temples to impress the credulous.
In these modern days our automa-
tons are called giant brains and they are
enshrined behind plate glass in temples
of business efficiency. And so history
repeats itself.

The logic circuits of a computing
system are sometimes distinguished from
the memory circuits by having the
property of a fixed relation between
output and input, whereas the relation
in a memory is one that can be altered.
Consider, however, a circuit assemblage
with M input leads and N output leads.
If the assembly is a logic circuit, the
output is regarded as the logical conse-
quence of the input signal. On the
other hand, the assembly might be a
memory circuit in which the input is an
address and the output is the number
stored at that address. In a permanent

memory such as a ring translator? or a

photographic plate scauned by optical
means,® the relationship between input
and output is fixed and the distinction
between such a memory and a logic

circuit is very obscure to say the least.

In common usage, an arrangement for:

which the relation between input
and output can be compactly stated is
called a logic circuit. An arrangement
in which the relationship between input
and output cannot conveniently be
defined except as a tabulation of inputs
and corresponding outputs, is usually
called a permanent memory or a transla-
tor. Such distinctions are probably
not very significant and in the talks
which these remarks introduce, the term
“logical circuitry”” will be used not only
to include arrangements in which the
relationship between input and output
is permanent, but also to include the
bits and pieces of memory that are
frequently associated with such circuits.

When the tramsistor was first an-
nounced, it seemed clear to some that
the digital computer, which for a long
time had been an idea in search of
efficient mechanization, would be able
to escape from the awkwardness of
vacuum-tube circuitty into a more
natural realization. The first transis-
tors, however, were unruly devices.
Even today most computing is being
done with wvacuum tubes. However,
no one (to the author’s knowledge) is
planning new machines based on vacuum
tubes.

In February of 19524 and December of
1954, the author was given the op-
portunity to report to the Joint Com-
puter Conference some of the work at Bell
Telephone Laboratories on the applica-
tion of point contact tramsistors to
digital computers. It is a pleasure to
again appear before a Joint Computer
Conference and participate in this discus-
sion of the alternate ways of using
transistors in logical circuitry. The
discussions will show how -the speakers
have exploited the junction transistor
to produce sets of logical building
blocks that are as stark, uncomplicated
as, and far more reliable than, gear teeth
meshing in gear teeth. The authors
will present their material in a form that
permits direct comparison of their pro-
posals. At the end of the session it is the
authors’ hope that there will be partic-
ipation by the audience in producing a
group evaluation of the four sets of build-
ing blocks.
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Transistor Resistor Logic Circuits for
Digital Data Systems

T. R. FINCH

NONMEMBER AIEE

mHE DESIGNER of electronic circuits
for digital systems frequently findshim-
self sandwiched between system objectives
and requirements on the one side and the
maze of component reliability and cost
uncertainties on the other. Most of the
time he feels generous when he says
“We proceed with some logical useof art.”

This comes about because decisions based
on pure judgment are sometimes forced
by the necessity for proceeding ahead
when analytical methods and definitive
data, that would specify circuit choices
and system worth, are not available.
Many creative circuit engineers are not
too unhappy about this state of engineer-

Felker—Logical Circuitry for Transistor Digital Computérs

ing understanding because it permits
almost unlimited freedom to invent,
analyze, and experiment with circuit de-
signs. However, the assumed situation
does lead to the following comment by this

paper.

“The principal challenge in the field of
digital system design is to provide
systematic methods  for over-all system
synthesis: that is, to be able 1. to make
precise statements on over-all system
parameters, and 2. to generate system
functions, system blocks, and circuit
configurations that can be precisely and
analytically related to the over-all system
requirements.”’ i

T. R. FINcH is with Bell Telephone Laboratories,
Inc., Murray Hill, N. J. ’

17



In many cases (but not all by any
means) the synthesis of new devices and
circuits has been proliferous. The de-
vice and circuit choices are many for sys-
tem environments ranging from missiles
to business machines to industrial auto-
mation. However, the “truth tables” for
the selection of components and circuit
configurations are few and this situation
is probably the primary reason for this
group of invited papers on logic circuits.
A stated objective, or perhaps-hope, is
that some rules for circuit selection will be
generated through the presentation and
comparison of common goals.

System and Circuit Objectives

This paper on Transistor Resistor Logic
Circuits (TRL) for Digital Data Systems
concerns itself with systems that face the
circuit designer with the axioms of what
Jean Felker calls the “Age of Com-
plexity.”’”! These are:

1. Face up to statistics.
to the tyranny of numbers.

2. Give the devil his due.
environment.

Pay attention
Know your

3. Insure bulkheads against spreading
disaster. Provide protection for weak
parts.

4. Use simple circuits. Design around
simple components so that performance
can be specified completely and anomalies
that affect system performance do not exist.

Among the systems that demand design
attention along the lines of axioms 14 is
a data-processing system that has the
following characteristics and which led to
the TRL circuit proposed:

1. A large-scale system that contains:
(a) Tens of thousands of active elements.
(b) Hundreds of thousands of passive
elements.

(¢) Perhaps millions of electrical con-
nections: some soldered, some pres-
sure contacts.

largeQS(:ale system that demands

Table I. Characteristics of 2N393 Micro-

alloy Transistor

1. D-c Current Gain
D-c Beta >40, Ic=5MA, Vce=0.125V

2. Speed of Response

Rise time (7)) <0.5x Second
Ip1=0.125MA,Ic 5MA

Storage Time (T1) <0.6x Second
IBy=3MA IB:=03MA,Ic=5MA

Fall Time (T3) <0.5p Second
IBi=3MA,IB:=03MA,Ic=5MA

3. Collector Leakage Current
IcZ70uA, Vo= -5V, VBE—0.1V

several hours of assured performance in
order to realize any useful output and
requires hundreds of hours between failures
for economic output.

3. A system in which economics pre-
dominate. Unreliability is a component
of cost.

4. A system in which operational mal-
function (sporadic error) is very costly.
Downtime is an economic penalty but not
a catastrophe as in real-time dominated
machines.

5. A system in which increased -circuit
speed is valuable only if efficient machine
use of speed can be realized in order to
reduce the cost of data processing.

These system characteristics have led
to the following circuit objectives:

1. The basic logic circuit when used in
large numbers in many different machines
of the system must provide the most
economic system, including design charges,
manufacturing costs, installation expense,
and maintenance expense.

2. The circuit building block should
provide, within the requirements imposed
by the preceding item, flexibility for logical
redesign and universality for general use.

Analysis of the required rate of data
flow in the system and the resulting statis-
tics of the mnecessary logical operations,
i.e., the incidence of additions, compari-
sons, memory access cycles, etc., led to
trial paper design for the System Control
and Calculator in which approximately

+12 Fig. 1 (left). TRL
2 1 logic building block
and flip flop
——o
N -8 -8 Fig. 2 (right). Typi-
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cal interconnection
of TRL circuits

Table Il.  Circuit Equations and Circuit Factors

1. On Condition
Ve . Ve _Vbe(Ni—l)_I_VA,—VB
BRLTNORL+R R R4

2. Off Condition

Ra(Vee—Voo+Vn) <

R(VA+Vbo—Vn)
Ni
3. Speed Condition

VeNi Va—Voe
T=ZQ)+K1 NoRL+R R4
4 (Voe—=Vee)Ni Va—Voe
R R4

V¢ = collector supply voltage

V 4 =bias supply voltage

Vbe=Dbase turn on voltage

Ve = maximum collector on voltage
Vbo=maximum base off voltage

R = gating resistor

R1I = collector supply resistor

R4 =bias supply resistor
No=fan-out

Ni=fan-in

B =transistor saturated current gain
T =average delay per stage
To=rise time at maximum gain

. . IB, - -
K; = proportionality constant relating I—]:hto_Tl & T2
. 2

V7 =noise margin

7,500 logic circuits were used. A count
of the number of inputs (fan-in) and the
number of outputs (logical gain or fan-
out) assumed for each logical building
block indicated that 909, of the logic cir-
cuit needs could be met with a circuit
that provided simultaneously a maximum
fan-in of five and a maximum fan-out of
five.

A characteristic of many data-process-
ing systems is the large number of simple
arithmetical operations that include mem-
ory read-write access. An economic
balance is usually achieved in such sys-
tems through almost equal split of the
total operational time between memory
access and logic. . For the size of random
access store required in the large-scale
system described, and considering the
present development status of memory
devices, an economic read-write cycle for a
solid state store seems to be in the region
of 6 to 10 microseconds. Allocation of a
like time interval to the logical operations

+Vv
]

IgMAX _ (IgMAX\ (I, MIN\_ /I,MIN
MIN 2 =
AsMIN 2 IgMIN (IIMIN)X<12MIN)X(15MIN

Is+1s.
CURRENT SOURCE ! 2
BsMIN& ( FACTOR )x No"(———Isl )
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Table lll. Qualitative Comparison,

DCTL, TRL, Symmetrical Logic

Symmetrical
TRL DCTL Current Logic
1. Logic capabilities (d-c...Fan-out and fan-in...Fan-out+fan-in>~7, .., .. Fan-out and fan-in from
transistor gain=30) from 5 to 10 - 5to 10
2. Delay per stage (30 me...0.25-0.75uS......... 0.2-0.6uS.............. 0.03-0.148
transistor)
3. Noise consideration....... Insensitive........... Ground plane noise. .. ... Capacity and inductive
coupled noise
4. Equipment realization...Flexible and easily...Closely packed com-...Low capacity wiring
problems manufacturable ponents for small
ground plane
5. Powerdrain............. Low.....oooovunn, LOW.iviiiinerninninnes High
6. Initial transistor Moderate............ Severe..........coiii.n Moderate
quirements .,
7. Mean time to failure...... Long................ Intermediate............ Short

of a parallel organized calculator led to a
stage propagation time of 0.5 microsecond
maximum.

Summarizing: In addition to the pre-
viously listed circuit objectives, more
specific circuit requirements developed
are:

1. Allowable inputs per stage (fan-in)=5.

2. Allowable outputs per stage (vfan/-out) =
5.

3. Maximum propagation time per stage <
0.5 microsecond.

Circuit Selection and Description

The selection of logical circuits for a
- large-scale. data processing system in-
volves the consideration of many factors.
The relative importance of these factors
will vary depending upon the particular
application. However, to some extent
the following considerations generally
apply: economy, reliability, flexibility,
and designability.

In many cases, the operational require-
ments can be met using any one of several
circuit forms. The circuit designer may
be faced with a choice, at this point,

between a relatively complex circuit form
that permits a high ratio of circuit speed
to device speed and thus provides an
opportunity to use a wide range of suit-
able transistors or a relatively simple cir-
cuit form of few parts that can be com-
pletely analyzed but has a somewhat
lower ratio of circuit speed to intrinsic de-
vice speed and permits less latitude in the
selecticn of a transistor.

The decision to use the relatively simple
TRL circuit to meet the system require-
ments resulted primarily from the follow-
ing:

1. Rapid advances in semiconductor tech-
nology, primarily solid-state diffusion tech-
niques, have provided very reliable high-
speed transistors that can be uniformly
produced at low cost. There are many
indications that improvements in semi-
conductor technology will continue and
that more-than-adequate circuit speed will
be obtainable without resorting to “speed
up’’ configurations.

2. System reliability depends, in large
part, upon component life and operational
margin statistics. Simple circuit con-
figurations provide the system designer
with a means for solving the “tyranny of
numbers”’ problem.

The basic TRL logic circuit and flip-
flop are shown in Fig. 1. Although
n-p-n transistors are shown, either p-n-p
or n-p-n devices can be used throughout.
The building block circuit consists of an
n-terminal resistor gate followed by a
common emitter-inverting transistor am-
plifier.?2 The gate is an “or” gate to off-
ground signals and an “and” gate to
ground signals and by interconnecting
building blocks of this single type, any
combinational logic circuit can be imple-
mented. As shown, the flip-flop consists
of two building blocks in a re-entrant con-
nection. This paper assumes that the
reader is familiar with the logical design
procedure for developing system units
such as adders, registers, etc., from the
basic building-block logic circuits.

The typical interconnection of several
basic circuits is shown in Fig. 2, and a
number of operational parameters of
TRL are illustrated. The number of
resistive legs on the input gate is referred
to as the fan-in and the number of cir-
cuits which can be driven from the collec-
tor node specifies the logical gain or
fan-out. Amn important parameter is the
circuit delay, which determines the rate
at which signals propagate through a
logical network. The maximum propa-
gation time determines the time which
must be allowed between gating opera-
tions and, therefore, determines the sys-
tem speed. For this reason, the maxi-
mum propagation or delay time has been
considered as one of the system param-
eters.

The three TRL operational parameters
described, fan-in, fan-out and, maximum-
signal propagation time, are closely re-
lated. Within limits, performance ex-
changes can be made between them in
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Fig. 3 (left). TRL design-capability curves using 2N393 transistor
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Table IV. Estimated System Component Count and Economic and Reliability Factors

Components per systemm. . ..............cuvi..

Failure rate including component connections. . ....
(% failure/103 hours)

Relative cost factors. . ...........coviieinin..

Relative first cost of components..................

Mean time to failure-hours (component deg-......
radation) only -~

TRL DCTL
Transistors. 20,000 .
Resistors.............. . 10,000
Component connections . 80,000
1958..... Transistor. . . 0.08
Resistor. . . .. .. 0.002
1962. . ... Transistor......... 0.02
Resistor........... 0.002
1958..... Transistor......... 45
Resistor........... 0.33
Component........ 0.13
connections
1962..... Transistor......... 12.6 ...... 16.6
Resistor........... 0.8 ...... 0.33
Component........ 0,07 ...... 0.07
connections
1958. ..o i 2.9 ...... 6.7
1962, ... ., 1 . 2.5
1958, . . 156 ...... 62
1962, . ... . 520 ...... 238

order to achieve an optimum design for a
particular application. As shown in Fig.
2, the TRL transistor acts as a switch
which, when conducting, shunts the cur-
rent from the collector current source to
ground. During nonconduction, this
source current divides among the output
paths and, consequently, the current
supplied to any one coupling resistor is
inversely proportional to the fan-out.
Any one of the resistor gating paths of a
TRL biuilding block must provide suffi-
cient current during the drive state to, 1,
turn on the following transistor switch, 2,
supply the base bias current, and 3, sup-
ply leakage current through the other fan-
in resistors which may all be returned to
ground through low voltage “‘on’’ transis-
tor switches at the far end. Therefore,
the higher the fan-in, the greater the
leakage current and the smaller the cur-
rent available for turning on the transis-
tor switch. Thus, logic circuit gain (fan-
out) can be increased at the expense of
fan-in, within limits, and vice versa.
The principal propagation delay en-
coumntered in most TRL circuits results
from miinority carrier storage delay due
to deep current saturation of the transis-
tors. Conduction of reverse base cur-
rent during the turn-off transient reduces
both the storage time and the fall time
of the transistor switch. The bias cur-
rent sink and the leakage path back
through the fan-in resistors provide re-
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PROPAGATION DELAY =0.6 US.

o

I
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verse base drive. Thus, high reverse base
current can be supplied, with resulting
minimization of the signal propagation
delay, at the expense of fan-in and fan-out.

An additional characteristic of im-
portance, particularly when high reli-
ability is of major interest, is the margin
against false operation caused by in-
ductively or capacitively coupled signals.
This margin is provided in TRL by the
resistive interstage network that provides,
1, a protective back bias on the base of an
off transistor largely independent of
transistor characteristics, and 2, a dissi-
pative filter that protects against impulse
noise. '

Another parameter of interest is the
operational temperature range of the
circuit. Although this will not be con-
sidered in detail by this paper, because of
assumed air conditioned environment,
preliminary tests have indicated that
TRL is relatively insensitive to a moder-
ate temperature change. Suitable opera-
tion, meeting full logical requirements,

_simultaneously

has been achieved over a temperature
range of 50 to 125 degrees Fahrenheit
with germanium transistors.

Circuit Design Tolerances

A question of considerable importance
to the circuit designer is the extent to
which worst conditions must be taken into
account. For example, should end-of-
life tolerances in the worst direction on
all components be assumed to occur
without  detrimental
effects on the circuit operation? The
answer to this question is not clear.
However, it is clear that the larger the
number of building block circuits to be
assembled in a system, the more conserva-
tive the design must be. Or, as it was put
earlier, design margins must face up to
statistics. Accordingly, the design de-
scribed here provides for proper circuit
operation under the assumption of end-of-
life conditions on all components. In
particular, 5-% tolerances are assumed
for the resistors, 4-%, regulation is as-
sumed for the power supplies and a 25-9;
reduction in transistor current gain, beta,
isalso assumed. The reader undoubtedly
recognizes that worst-worst design and
end-of-life condition on all components
are severe perfortnance limitations and
may demand compromise in many cases.
The following performance data, how-
ever, have assumed such restrictions.

TRL Performance

The design capabilities of a TRL build-
ing block circuit using a 2N393 germa-
nium microalloy transistor are shown in
Fig. 3. The essential transistor require-
ments are listed in Table I. TRL circuit
analysis was undertaken using the three
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equations shown in Table II, and the
computation was accomplished using an
IBM 650 computer.

The curves shown in Fig. 3 indicate
optimal building-block circuit designs for
particular requirements. It can be seen
that, within limits, exchanges can be
made between fan-in, fan-out, and speed.
The dashed lines indicate the gating
resistor values which optimize the designs.
Corresponding to any particular point on
the curve, design values of the other cir-
cuit components are also specified. The
circuit flexibility for system parameter
~ exchanges (fan-in, fan-out, and propaga-
tion speed) is particularly inviting and
important to the circuit and system
designers. The curves are calculated
assuming operation at room temperature
and a minimum margin against false turn-
"~ on of 150 millivolts. This is considered
to be more than adequate in a normal
environment and reasonably well designed
equipment.

It can be seen from Fig. 3 that a build-
ing block design with a maximum fan-in
of five and fan-out of six will have a
maximum signal propagation time of
0.5 microsecond. Preliminary investiga-
tions indicate that such a design will be
adequate to handle more than 909 of the
building block applications.

It should be emphasized that the per-
formance indicated here is under worst
circuit operating conditions and assumes
end-of-life component tolerances all in
the worst direction. In particular, it is
assumed that maximum fan-in and fan-

out in all building blocks will be utilized..

The maximum signal-propagation time of
a building block is closely related to the
fan-in of the circuit, since under worst
circuit conditions all inputs may supply
current to the base of an “‘on’’ transistor,
saturating this transistor very heavily.
The turn-off of such a stage will con-
sequently be somewhat slower than the
turn-off of a stage with fewer active in-
puts. Thus, if lower fan-in building
blocks are used, or if there are known
restraints on the input variables, some-
what faster circuit operation may be ex-
pected.

The relationship of signal propagation
time and circuit fan-in for the particular
design previously mentioned (coupling
resistors 5,100 ohms, design optimized for
fan-in of five and fan-out of six) is shown
in Fig. 4. It can be seen from this figure
that under actual operating conditions,
considerably faster propagation speeds
can be expected. This, in fact, has been
observed in an experimental decimal adder
using 150 TRL circuits of the previously
mentioned design. Average propagation
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Fig. 7. Effect of power supply and resistor
variations on TRL logical capabilities

delay of 0.2 microsecond per stage, or
less, has been observed in this equipment.
The fan-in ranged from one to five.

The relationship of the saturated cur-
rent gain beta of the 2N393 transistor
and the fan-out of a TRL circuit versus
propagation delay, for a fixed fan-in of
five, is shown in Fig. 5. From this data
the effect of beta degradation on TRL
performance can be determined.

The TRL design curves for the some-
what faster 2N501 microalloy diffused
transistor are compared with those of the
2N393 in Fig. 6. It can be seen from
Fig. 6, that a fan-out of 5, a fan-in of 5,
and a signal propagation time cof 0.2
microsecond can be achieved with the
2N501. This probably can be realized
by a direct replacement in the TRL cir-
cuit because it is seen that the logic
resistor remains approximately the same
value.

The effects of resistor and power supply
tolerances on the design of TRL circuits
are illustrated in Fig. 7. The use of a
2N393 transistor is assumed in a circuit
with a fan-in of 5 and a signal propaga-
tion delay of 0.5 microsecond. The
available fan-out is plotted as a function of
the resistor tolerances in one case and
power supply tolerances in the other, and
assuming worst conditions.

Comparative Performance

The final choice between circuits for a
particular application usually must be
based on a cost comparison. Total cost
is difficult to determine because a number
of factors which enter into the final cost
of the system are difficult to obtain. The

initial cost of the system and the expense-

of the machine downtime due to main-
tenance and malfunction, are factors to be
considered and the economic importance
of each must be ascertained.

A rough qualitative comparison of three
circuit approaches, TRL, direct-coupled
transistor logic, (DCTL) and sym-
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metrical current logic, is listed in Table
III. The first cost of the components,
wiring, and assembly can be determined
quite readily. The evaluation of the cost
of maintenance and repair, however, is
somewhat more difficult. In order to
evaluate this for the system described,
the System Control and Calculator was
designed using, on a trial basis, several
different circuits. In order to illustrate
the approach used, data will be presented
for two designs: DCTL and TRL. These
two circuits would normally be competi-
tive where simplicity, low power, and
economics predominate and high speed
may be of secondary importance. The
estimated component counts using the
two circuits are listed in Table IV. It
should be noted that in the DCTL design
a much larger percentage of the building
block capabilities in terms of fan-in and
fan-out was utilized as compared with the
TRL design. This is shown by the rela-
tively low transistor ratio of less than
three to one. It is expected that in-
creased logical design sophistication might
decrease the number of TRL transistors.
Thus, the TRL design affords greater
flexibility for redesign, and improved
economy and reliability may be achieved
through more efficient use of the TRL
building block characteristics.

Table IV also lists the estimated 1958
and 1962 figures for the relative cost
factors and failure rate of the various
components used in the analysis. The
TRL resistor is taken as the reference
with a cost weighting of unity. The
relative 1962 DCTL transistor price
factor is assumed slightly higher than
that for the corresponding device used in
TRL due to the more extensive transistor
testing and selection required for the
DCTL application. In fact, the tight re-
quirements on the transistor will probably
result in decreased interest in DCTL for
future large-scale systems. The assumed
relative price factor for the TRL resistors
is predicated on the use of molded de-
posited carbon resistors with an end-of-life
tolerance of 59,. Based on these esti-
mates, the relative initial-system price
factors and the anticipated failure rates
for the DCTL and TRL System Control
and Calculator units have been deter-
mined and are shown in Table IV. The
mean-time-to-failure computation is based
on estimated component degradation
only. The TRL design is shown to be
more economic and to provide a longer
mean time to failure using both the 1958
and 1962 data. These results are due to
the use of the resistor, an economical and
reliable component, as the gating element
in the TRL circuit rather than the transis-
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torasin DCTL. Amnother very important
advantage of the TRL circuit over DCTL
is the greater margin afforded by the
resistor interstage network against false
operation caused by extraneous signals in
the ground connections. This improved
margin not only implies greater freedom
from sporadic errors but also permits
greater flexibility in the design of the
physical equipment.

Direct comparison has not been made
with the other logic circuit configurations,
such as nonsaturating current steering
circuits, because, in general, systems em-
ploying these circuits use more compo-
nents to meet high-speed objectives, which
are not the dominant requirement of the
system described. Hence this paper con-
tends that systems employing such cir-
cuits are more expensive and perhaps, be-
cause of higher component count, are less
reliable. Diode logic seems less attrac-

tive than TRL because diodes are not
competitive with resistors as gating ele-
ments, either in terms of cost or in terms
of reliability.

Summary

The final chapter on reliaﬁility and
economics in large-scale data processing
systems may not be written for several
years. However, the planning and de-
sign choices leading toward extensive
electronic mechanization are now under
way. This paper contends that the
logical use of logic devices is leading
toward implementation that employs
simple circuits. That is. circuit simplic-
ity extracts the best of the past develop-
ments on reliable, low-cost components,
such as stable d-c power sources and
resistors, and couples these with the best
of modern semiconductor technology.

Such a choice, for the medium-speed data
processing system here assumed, is the
transistor resistor logic circuit.

A large part of the material presented
in this paper represents the work of the
writer’s colleagues, Mr. E. G. Rupprecht
and Mr. Q. W. Simkins. It is hoped
that a more extensive and detailed anal-
ysis of TRL will be published at a later
date.
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Direct-Coup|ed Logic Circuitry

JAMES B. ANGELL

MEMBER AIEE

IRECT-COUPLED transistor logic
circuitty (DCTL), first announced
in 1955, has provided many desirable fea-
tures for digital computer use.! Among
the principal characteristics of DCTL are
extremely simple circuitry, a minimum
number of auxiliary components, very
low dissipation and power-supply require-
ments, and the possibility of extraordinary
compactness. Various special-purpose
machines using DCTL have been built,
and at least one class. of general-purpose
computer has been designed and is in
operation. In this paper, the unique
features and limitations of DCTL will be
considered in detail, together with a brief
description cf the circuitry and its prin-
ciples of operation.

Circuit Description

DCTL circuitry takes advantage of the
fact that certain types of transistors
have useful current gains aud impedance
ratios with the collector junction slightly
forward biased (in saturation), whereas
the usual mode of ‘operation calls for a
reverse bias oa the collector. DCTL
operation is unique to transistors; a
vacuum-tube equivalent would require
useful operation with the control grid
more positive than the plate.
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Given the possibility of a transistor
running with zero or slightly forward
collector bias, the basic inverter circuit
shown in Fig. 1 becomes possible. This
figure shows three cascaded common-
emitter inverters, using p-n-p transistors.
If the first stage is conducting (in satura-
tion), its collector-to-emitter voltage
is sufficiently low that the second stage
is held off (nonconducting). With the
second transistor not conducting, a suffici-
ently large current is drawn from the base
of the third stage, through the second-
stage load resistor, to put the third stage
in saturation. 4

In order to appreciate the possibility
of this modus operandi, consider the
transistor characteristic curves shown in
Fig. 2. These curves are representative
of most “wafer” transistors, including
alloy-junction, surface-barrier, and similar
types, which have negligible series resist-
ance in the emitter and collector leads.
On the left of Fig. 2 is shown a set of
collector characteristics for the common-
emitter connection. These plots of col-
lector current versus collector-to-emitter
voltage, with base current the fixed input
parameter, show that the transistor main-
tains good current gain and output im-
pedance with collector voltages of 0.15

" volt or less; such curves are representa-

tive of both silicon and germanium wafer
transistors. The common-emitter input
characteristics, shown on the right, in-
dicate that the threshold of significant
conduction occurs only with forward
biases (negative for p-n-p transistors)
greater than 0.1 volt for germanium or
0.6 volt for silicon. Thus it is obvious
that the collector-to-emitter voltage of a
conducting transistor can be maintained
at a lower value than the threshold re-
quired for conduction at the input of a
succeeding transistor.

Given a DCTL inverter, it is simple to
make a flip-flop by connecting two in-
verters together, as shown in Fig. 3. The
mechanism by which the gates affect
the flip-flop is as follows: When a gate
conducts, its collector-to-emitter voltage
becomes low, thus turning off the flip-
flop transistor whose base is connected
to that gate, in turn causing the other
flip-flop transistor (the one whose col-
lector is tied to the gate in conduction) to
conduct. Quite obviously, more than one
gating circuit could be connected in
parallel to either side of the flip-flop, so
that the activation of any one or more of
the gates on one side would set the flip-
flop.

James B. AnceELL is with Philco Corporation,
Philadelphia, Pa.
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Transistor
characteristics

Fig. 2 (right). common-emitter

Gating functions can be achieved with
transistors either connected in parallel
or stacked in series. Examples of parallel
and series gates are shown in Figs. 4 and
5. If the transistors are normally in the
nonconducting state, the parallel gate
could be called an “or” gate, since the
output circuit conducts if one or more of
the inputs are activated; similarly, the
series gate is an ‘“‘and” gate, since its
output conducts only if all the inputs are
simultaneously activated. An example of
the simultaneous use of both gates to form
a half-adder is shown in Fig. 6. The com-
plementary inputs are normally derived
from the two sides of flip-flops storing the
appropriate input characters. It should
be noted that an output signal in the sum
or carry channel is the complement of the
usually desired signal, in that a ‘“one”
corresponds to the low-impedance (con-
ducting), or low-voltage condition.
Therefore, it may be necessary in some
cases to use an inverter to obtain the
appropriate sense for the output signal.

It can be seen that, in general, fewer
resistors than transistors are employed in
these circuits, and that there is relatively
little need for capacitors. One circuit in
which a capacitor is required is the one-
shot multivibrator, shown in Fig. 7.
“This circuit is used to generate delays for
timing signals, and is triggered by the
gating transistor shown in the figure, as
suggested by the waveforms sketched
there.

Typical practice shows that an over-all
system uses roughly 400 resistors per 1,000
transistors and less than 10 capacitors
per 1,000 transistors.

‘Transistor Gain

DCTL imposes a rather severe limita-
‘tion on the amount of useful gain which
«can be demanded of each active element.
This limited gain results from the need for
-operating a conducting transistor with
‘low collector-to-emitter voltage. In prac-
‘tice, the number of loads (transistor

bases) which can be driven from a single
inverter (fan-out) is normally limited to
2 to 3 units in the case of surface-barrier
transistors, or perhaps up to six loads in
the case of higher gain alloy or microalloy
units. The number of gates which can
be used to control a single load (fan-in) is
somewhat higher, usually set at 1.5 to 2
times the fan-out capability.

In order to understand how these limits
are reached, it is desirable to consider the
tolerances required for operation of a
given interstage. Such an interstage,
with # paralleled “or” gates driving m
paralleled loads, is shown in Fig. 8.
Two conditions are necessary in this inter-
stage. First, when all the gates are off,
it is necessary to ensure that all the loads
are on. Secondly, it is necessary to
guarantee that conduction in any one of
the gates will turn off all the loads. The
first of these two conditions can be assured
by the inequality shown in equation 1.

l Vee(min) — Vg (on)l
Ruax

>nlc(off)+mIg(on)
1

In this relationship, the term on the left,
the smallest possible load current, is made
greater than the leakage current in all
the gates plus the minimum required load
current in all theloads. Thenode voltage
Vge(on), is a fixed vcltage limit, which
must appear both in the transistor speci-
fications and the circuit design equatioas;
since it is a limit voltage it requires no
tolerances. The second condition is jn-
dicated by equation 2,

IC (on)> Vcc(max) - VB (Off) (2)

Ruin

which shows that the collector current of
one conducting gate must be greater than
the maximum possible current in the load
resistor, with the node voltage equal to the
specific limit voltage required to maintain
the load transistors in the nonconducting
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state. The important transistor factors
required to meet these conditions are as
follows:

1. The input impedance of a conducting
transistor must not be too low. This fact
is assured by setting a maximum limit on
“on” base current [Ig(on)] for a par-
ticular base voltage, [Vpg(on)]. This
limit is necessary in order to ensure that
no one transistor will take too much of the
available driving current.

2. The output impedance of a conducting
transistor must not be too high. One
method of ensuring this condition is to
specify that the collector-to-emitter voltage
[Veg(on)] be less than a certain maximum
value for given collector current and base
voltage. An alternative method would
be to put a minimum limit on collector
current for given base-to-emitter and
collector-to-emitter voltages. The ratio of
the collector current in either of these
alternative tests to the base current in the
first test is the minimum transistor gain,
which is normally substantially larger
than the circuit gain. This ratio, I¢(on)/
Ig(on), is usually much smaller than the
hrr (current gain) of the transistor in the
nonsaturated region (|V¢r/>0.3 volt).

3. The “off”’ collector current in a non-
conducting transistor must not be too
large. This condition is met by putting a
maximum limit on collector current [Io(off)]
for a specified base voltage [Vpg(off)].

A representative specification for a
surface barrier transistor intended for
DCTL operation is shown in Table I.
The first three quantities in this table en-
sure that the transistor will function in
DCTL circuitry. The last three quanti-
ties relate to the high-speed performance
of the transistor. Other transistor types
have been recommended for use in DCTL
operation. The 2N240 surface barrier
transistor is specified for switching service,
and meets all the requirements for DCTL
operation; however, the specification
does not guarantee the input impedance.
A silicon-alloy transistor, the 2N496, has
also proven satjsfactory for DCTL opera-
tion, here again, the specified switching

23



-3v
< <
:: R :: R
SET RESET
GATE lr 1 GATE

ey

Fig. 3. DCTL flip-flop

=Vee

Va

A L

Vs Va s V) 4V +Vy

Fig. 4. Parallel (or) gate

characteristics include all the quantities
for DCTL operation other than the input
impedance. ,

In order to have compatible connections
from one DCTL logical element to an-
other, Veg(on) = Vpg(off). In the case
of an “and” gate of two or more transis-
tors, it is necessary to sacrifice gain to re-
duce the collector-to-emitter voltage, in
order that the sum of all these voltages
in the series gate will not exceed the
“off’ base-to-emitter voltage of the
loads.

It is possible to relate the transistor
gain to component tolerances and circuit
gain quite explicity in the case of DCTL.
For the single-level interstage shown in
Fig. 7, thisrelation is easily achieved from
equations 1 and 2. By solving these two
inequalities for the ratio of collector cur-
rent to base current in conduction, one
gets

Rmx
m
Rmin
| Vee(max) — Vg (off)|
| Vee(min) — Vg (on) | — #Rmax o (off)

Lo(on)
Ig(on)

X

@

This result shows that the transistor gain
must be greater than the product of the
circuit gain, m, and factors accounting for
the tolerances on components. Similar
expressions are derivable for more com-
plicated interstages (such as those in-
volving ‘“‘and” gates). In order to in-
clude the effect of component tolerances
and “‘off”’ leakage current, together with
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Vg = Vg -Vg-Vg

Fig. 5. Series (and) gate

any aging effects in the transistor, it is
customary practice to set Iy(on)/Iz(on)
>2m.

Propagation Time

Two transistor parameters are of prin-
cipal importance in determining the
switching time of DCTL circuitry. First,
the transit time, of which the reciprocal
of the a-cutoff frequency is a good in-
dication, affects the rise and fall time of a
gate. Secondly, hole storage is impor-
tant, because transistors are driven hard
into saturation in DCTL circuitry and
show appreciable hole-storage delay time
when being turned off.

Switching speed is noticably affected by
the extremely low collector voltage at
which all the transistors in a DCTL sys-
tem normally operate, since the o-cut-
off frequency decreases with decreas-
ing collector voltage. For a typical
surface-barrier transistor, as defined in
Table I, gate switching times are of the
order of 0.03 to 0.1 microsecond (usec).
Using such transistors in a flip-flop,
transition times of the order shown in
Fig. 9 are achieved.? It is interesting
that the switching time decreases with
increasing load; this decrease arises be-
cause the additional loads reduce the
base current, and therefore the degree of
saturation, of the flip-flop transitors.

With germanium -alloy transistors
having 5-volt a-cutoff frequencies of the
order of 10 megacycles (mc), switching
times of from 0.5 to 2 usec are experi-
enced. These switching times are gen-
erally greater than would be expected,
when comparing a-cutoff frequency with

Table I. L-5132 Characteristics

IB(on) <0.4 milliampere, (ma)...................
(I¢=2.5 ma, VBE=0.29

VeEe(on) <0.075 volt. .. ....oooenn. ...

(Ic=2.5 ma, VBE=

Ic(off) <85 microamperes............ooveunenn.a.

(Vee= —3 volts, VBe= —0.1 volt)

100 <3.0 microamperes.......... (VeB= —5 volts)
fmax >30 megacycles. (VeB=3 volts, Ic= —0.5 ma)
C¢ <6.0 micromicrofarads........ (Vep= —3 volts)

75'Ce <1,500 micromicroseconds........ P
(Vee= —3 volts, Ic= —0.5 ma)

the corresponding quantities of surface-
barrier transistors, because of the low-
voltage operation in DCTL; this fact
emphasizes the importance of the effect
of low-voltage operation on switching
speed. ' ,

The switching times observed in DCTL
circuits are perhaps 1.5 to 2 times as great
as are observed with the same transistors
used in conventional resistance-capaci-
tance circuitry having the same gain.
However, since higher gains are normally
employed with R-C circuitry the speed
differential is not as great as 2 to 1. Of
course, more refined high-speed circuits,
employing mnonsaturating or emitter-
follower techniques, are appreciably
faster, often by a factor of three or more.?

Reliability

There are many factors influencing the
reliability of switching circuits. These
factors incliide both internal effects, such
as variations in component parameters
and in power supplies with age or tem-
perature, and externally generated effects,
caused by induced signals (noise) from
other circuits or stray fields. Contrib-
uting to good reliability in DCTL cir-
cuitry are the very-low power dissipation
per logical element and the use of a single,
uncritical power supply.  Mitigating
against good reliability are the very-low
voltage levels employed within the sys-
tem and the appreciable dependence on
temperature of the “off” current of in-
dividual active elements.

CoMPONENT TOLERANCES

As suggested by equation 3, it is possi-
ble to trade stage gain for component
tolerances or for tolerances on supply po-
tential. In geperal, it has been found
desirable to use stable resistors with one-
percent tolerances, and design circuits on
the basis of at least 3 to 5%, variation in
component values. With regard to the
transistors, in most cases limit (rather
than bracket) tolerances are all that is re-
quired. For example, if the 'gain is
greater than a certain minimum, or if
switching speed is above a certain mini-
mum, no trouble is encountered. The

Angell—Direct-Coupled Transistor Logic Circuitry
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one exception is the base-to-emitter “on”
voltage for a given degree of conduction.
Upper and lower bounds are required
here in order to avoid hogging of the avail-
able current by one transistor in a multi-
ple load. Fortunately, the input voltage
for a given input current in a transistor
is not sensitive to aging; in fact, the input
current for a given voltage (a more severe
condition) does not seem to vary signifi-
cantly with age. This constancy of
input voltage with age is not purely co-
incidental. It is to be expected that the
input impedance in conduction is con-
stant, because it is governed primarily by
base spreading resistance (7,’) and emitter
saturation current, Iz (not Iz, which in-
cludes a time-varying surface leakage
current), both of which depend only cn
geometry and semiconductor resistivity.

DCTL has one particular advantage
regarding life which should be noted.
The extremely low dissipation in this
circuitry subjects the transistors, and
resistors, to a minimum of damaging
stress from either voltage or temperature
rise. Because of this extremely conserva-
tive operation, tranmsistors have demon-
strated excellent reliability in operating
DCTL systems. Experience in various
systems has shown failure rates (system
malfunction) of less than one failure per
107 transistor hours. With such per-
formance, it is possible to design systems
with 10,000 transistors and still experi-
ence 1,000 hours of useful operation be-
tween malfunctions.

Extensive life tests on DCTL transis-
tors have shown that two parameters are
mainly responsible for the majority of
deterioration with age. First is the “‘off”’
leakage current, which tends to increase
with time. Secondly, the “on” collector
voltage [Veg(on)] for given base and col-
lector currents tends to increase with time
(because of the drop in current gain,
kpg). Both of these deteriorations are
thought to be associated with contamina-
tion of the semiconductor surface near the
active transistor.

A

A\
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Vo

T

One-shot multivibrator

Fig. 7.

NoISE

Some kinds of noise are comparatively
unimportant in DCTL whereas others
are potentially severe. Because of the
very-low impedance level of “‘on” circuits,
capacitive pickup is generally negligible.
Power-supply fluctuations are usually un-
important, because voltage translation
circuits are not required and the majority
of a complete logical system can, if desired,
be run from a single supply. On the
other hand, because of the small voltage
swings which are experienced in DCTL,
inductive coupling in either multiconduc-
tor cable or via ground leads may be
troublesome.

It is generally felt that with germa-
nium transistors a maximum induced noise
of the order of 25 millivolts can be
tolerated; this figure amounts to 109 of
the normally encountered voltage swings

Many alternatives have been suggested
for keeping the magnitude of inductive or
ground-lead coupling within bounds. In
the- layout of a single printed-wiring
board, it is frequently possible to use
separate ground leads for susceptible
circuits, or to use wide ground planes for
common circuits involving both high-
current pulses and susceptible gates. For
connections between boards or between
parts of a system, various techniques have
been evolved. One interesting possi-
bility for this application is the use of
load (controlled) circuits which are nor-
mally “on’’ and are turned off by applica-
tion of an incoming signal; with such

AV
»

m
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Fig. 8. DCTL interstage
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operation, a short noise pulse will be
ignored by the combinaticn of the low-
impedance load and by the hole-storage
delay time in the load. A second tech-
nique for interplane coupling involves the
use of higher voltage swings, and a
definite “off” bias, afforded by R-C
coupling. Fortunately, either of these
techniques adds little complication to an
over-all system, because the number of
interplane connections can be minimized
by designing large printed-wiring boards.
In many cases, more than 200 transistors
can be mounted on each board, a feat
made possible by the small number of
auxiliary circuit components.

Finally, contact noise of plug-in con-
nectors is important in DCTL because of
the low impedance level that is used in the
active circuitry. Here again, large boards
with many active elements per board
have proven desirable in minimizing this
trouble.

TEMPERATURE DEPENDENCE

Temperature dependence of transistor
parameters creates one of the severe
limitations of DCTL circuitry. The
principal offender is the “off”’ current,
I;(off), for a fixed base voltage. This
current varies exponentially with tem-
perature, as does I¢o, and changes by as
much as 8% per degree Centigrade, (C).
Because of this severe temperature de-
pendence, most DCTL systems using
germanium transistors are not designed
to operate above 35 to 40 degrees C, al-
though with considerable sacrifice of gain
it is probably possible to push this upper
temperature limit to 50 degrees C. The
upper limit with silicon transistors is in
the range of 90 to 125 degrees C. For-
tunately, because of the very low power
dissipation, modest cooling equipment
suffices to keep the system environment
within necessary limits in cases where the
maximum ambient temperature is exces-
sive.

A second, far less important, effect of
temperature is that switching speed
tends to decrease with increasing tem-
perature. This decrease is attributable
to two phenomena, the increases of 7,” and
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Fig. 9. DCIL flip-flop switching times
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of hpp with increasing temperature. The
base spreading resistance, 7/, limits
the flow of base current during turn-off,
while the increase in kypp increases the
degree of saturation.

While the upper temperature limit is
fairly definite and restrictive, germanium
DCTL circuits can be cooled considerably
below room temperature without un-
desirable effect. Although the transistor
current gair | kypy, decreases with decreas-
ing temperature, the “off”’ base voltage,
Vg(off), for a given collector current
I(off), increases; the effects of these
two changes tend to compensate each
other.

Silicon-transistor DCTL circuitry be-
haves somewhat differently with tempera-
ture than does germanium circuitry,
principally because of the lower current
gain and higher base voltage of silicon
transistors. Because current gain in-
creases with temperature, it is found that
silicon DCTL circuitry has wider margins
of operation at high temperature than at
room temperature. An example of this
fact, based on data taken in 1956, is
shown in the “schmoo” diagram of Fig.
10. This diagram contains plots of the
upper and lower limits of ‘“handle” volt-
age over which flip-flop operation is
achieved.®! The handle voltage of the
DCTL flip-flop is the supply voltage to
one side of the flip-flop, with the other
side fixed 4t 3 volts. The particular test
circuit on which these data were based
employed deliberately selected extreme
transistors, one with high gain and one
with low gain. It can be seen that the
margins of operation are much less critical
(broader) at high temperature.

DESIGN PREDICTABILITY

Most of the important factors in DCTL
circuitry are highly predictable, because
of the extreme simplicity of the circuit
modules. The transistor static param-
eters are, for the most part, in very close
agreement with transistor theory, such
as that propounded by Ebers and Moll.
The relation between transistor character-
istics and circuit performance is also pre-
dictable in many cases; an example of this
predictability is given by equations 1, 2,
and 3.

The prediction of switching times is
again relatively simple, except for the
fact that transistor parameters such as the
a-cutoff . frequency vary rapidly with
operating point near the saturation region.

The two areas in static design where
predictability is difficult are the stacked
“and” gates and circuits operating at
rather high currents. In the latter case,
transistor nonlinearities become appre-
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diagram of silicon DCTL flip-flop

ciable. This nonlinear region may begin
at current levels as low as a few milli-
amperes for some extremely small transis-
tors, particularly surface-barrier types.

MARGINAL TESTING

The possibilities for good marginal
testing procedures arelimited with DCTL,
because there is generally only one power-
supply potential. The usual procedure
has been to split this supply into two
sections, one supplying each side of all
the flip-flops in the logical circuitry.
The disadvantage of this procedure is
that it renders the circuits somewhat
more susceptible to power supply noise,
since differentials can exist in the volt-
ages supplied to the two halves of a flip-
flop. Nevertheless, since there is little
else that can conveniently be varied, this
technique is still being employed for
marginal checking.

Physical Properties

DCTL probably represents close to the
ultimate of circuit simplicity and minimi-
zation, within the bounds of presently
available diode or triode logical elements.
(Such complex logical elements as the
4-terminal full adder recently described
by R. F. Rutz’ will no doubt make for
even greater circuit simplicity at such
times as they become producibly prac-
tical.) In general, only one class of
transistor and one or two values of re-
sistor are required for a complete logical
system. Because of the small total num-
ber of components, the number of inter-
connecting nodes is likewise kept to a
minimum.

The over-all cost of a DCTL system is
very comparable with that of an equiva-
lent system employing alternative cir-
cuit techniques, at least in the case of
special-purpose computers. Admittedly,
the cost per component is high, because
most of the components are transistors

and not inexpensive resistors, and be-
cause the transistors have to meet fairly
stringent specifications regarding low-
voltage current gain and impedances.
However, because of the circuit simplicity
and ease of design, engineering and assem-
bly labor is minimized. Therefore, even
though the component cost is high, the
over-all cost in the manufacture of a
limited number of special-purpose ma-
chines is fully competitive with that of a
comparable design using alternative cir-
cuitry. Omne might say that DCTL
eliminates a large fraction of the nodes of
a logic system in exchange for a compara-
tively large number of fairly tight transis-
tor specifications.

The logical design of a DCTL system
is very close to the final electrical layout,
because each logical element is normally
equivalent to a very simple combination
of transistors and at most two resistors.
In fact, DCTL circuitry is very much
like relay logic circuitry, with the excep-
tion that the individual elements are
single-pole, single-throw switches with an
interconnection between input and output
circuits. Nevertheless, within the frame-
work of specific rules of logical design,
which are more restricted than in the case
of relays, the conversion from design to
finished hardware is very straight-
forward.

System Features

DCTL systems are probably more
adaptable to compact packaging than
any other competitive system, because of
the small number of components and the
lower power consumption of this circuitry.
Although the circuitry demands rigid
transistor requirements, it treats the
transistors gently, so as to minimize the
rate of aging. Probably the principal
areas in which DCTL systems are pres-
ently applicable are those in which space
and power consumption are at a premium.

The application of this class of circuitry
will be greatly extended when economi-
cally competitive silicon transistors be-
come available, both because of the
higher maximum temperature and, more
particularly, the easing of logical design
rules made possible by the higher base-to-
emitter potential in conducting silicon
transistors. Various transistor types
have already been specified for DCTL,
thus eliminating any problem of com-
ponent availability.

Summary

Direct-coupled transistor logic circuits
are distinguished from conventional

Angell—Direct-Coupled Tranststor Logic Circuitry



switching circuits by a substantially
smaller number of components and con-
nections, and by extremely-low power
consumption. Circuit simplicity and low
dissipation are obtained at the price of
limited gain, small voltage swings, and a
comparatively low upper limit on in-
ternal temperature. Rather severe re-
quirements on transistor parameters,
particularly input impedance and satura-
tion voltage, are compensated by almost
negligible dissipation and maximum volt-

age requirements. The total cost using
DCTL is comparable with other tech-
niques, because the tightly specified
transistor eliminates considerable com-
plexity in system design and manufac-
ture.
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Symmetrical Transistor Logic

R. H. BAKER

NONMEMBER AIEE

HIS paper discusses symmetrical tran-

sistor switching circuit techniques.
The circuitry is designated “syminetrical
circuits” because the basic circuits em-
ploy both p-n-p and n-p-n transistors in
approximately equal numbers which re-
sult in networks that exhibit a high degree
of operational and topological symmetry.
The major practical advantage of this
circuitry over other types lies in the ease
with which basic circuits may be
integrated into a digital system. This
advantage is made possible through, 1,
keeping the circuit configurations flexible
(tosatisfy many different system applica-
tions), 2, worst-case circuit design with
regard to component stability and sys-
tem loading requirements, 3, use of only
standard commercially available com-
ponents, and 4, insisting that all present-
day circuit designs be applicable to known
future device trends. The major criti-
cism of the symmetrical circuit techniques
is that the circuits require a greater num-
ber of components for a specific equip-
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O

Fig. 1 (right).
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inverter
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ment than do other types of circuitry
that can be engineered to build the
specific system. However, it is felt that
this criticism is not justified in this case for
two reasons. They are: 1, The addi-
tional cost of components required for
symmetrical logic is more than counter-
balanced by the shorter system realiza-
tion time required. This is particularly
true for an establishment, such as the
Massachusetts Institute of Technology
Lincoln Laboratory, that is engaged in
system research and development. And,
2, that symmetrical logic techniques are
more adaptable to future developments
in the device, circuits and system area
than other types of circuit logic.

It is the purpose of this paper to show
why, when, and under what conditions
symmetrical circuit techniques should be
used, along with probable future develop-
ments, through the discussion of the cir-
cuit techniques and relating their circuit
capabilities to the solution of system prob-
lems.

+(V+AV)
@]

OFF —~ ON — OFF
+V

OUTPUT
O

-V

ON —OFF —ON

O
-(V+Av)

I. Basic System Requirements

A. INITIAL

The initial specific system for which the
symmetrical circuit approach was in-
tended had the following requirements:

1. General-purpose computer applicable
to real time problem solution.

2. All solid-state machine.
3. Nonairconditioned ground environment.

4. Synchronous machine with a basic
clock rate of 3 microseconds, (us).

5. Memory capacity of 8,192 - registers,
28 bits in length, with a memory cycle
time of 6 us.

6. Semiportable housing.

7. Minimum conception to completion
time with a minimum of staff.

8. Maximum reliability with minimum
maintenance.

B. ADDITIONAL

It was also the goal of the circuit de-
signer to build circuitry that was suffi-
ciently flexible to meet requirements for
all other ground-based digital-data proc-
essing systems contemplated at the time
(there were several).

II. Basic Circuit Modules

A. GenNeraL COMMENTS

Aside from the general system require-
ments of Section I, there are several other
component-circuit-system requirements
worthy of special note. They are:

1. That the circuits require minimum-
specification  components (single-ended
specifications when possible).

2. That all components be commercially
available stock items.

3. That the circuit techniques be suffi-
ciently flexible to incorporate future higher
performance devices to satisfy future

R. H. BAKER is with the Massachusetts Institute
of Technology, Lincoln Laboratory, Lexington,
Mass.
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Fig. 3. Symmetrical flip-flop

higher-performance system
that may be needed.

requirements

4. That the circuit designs concentrate
on fundamental device-network-system
principles, thereby pointing out future
trends in these areas and furthering the
state of the art.

B. BUFFER INVERTER

With the aforementioned system and
circuit requirements in mind and con-
sidering the transistor field as it existed in
1955, it seemed advisible to utilize p-n-p
transistors to generate fast ‘‘positive-
going”’ transients and n-p-n transistors to
generate fast ‘‘negative-going’ transients.
This was first done in the form of a buffer
inverter shown in Fig. 1. Some of the
salient features of the circuit shown in
Fig. 1 are: '

1. Each transistor has positive base
current applied while in the off condition
and the numerical value of this current is
equal to AV/R,.

2. Resistor values R and Rp along with
AV may be chosen to yield a small un-
certainty region (V,). V, may be centered
around ground or shifted up or down over
a large range.

3. Ry is merely a standby resistor and
therefore can be almost any value.

4. The circuit is current demand, that is,
it draws current (power) from the supplies
in accordance with the load require-
merts.

5. The circuit power gain is approximately
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equal to B (grounded emitter transistor
current gain), ie.,

Pous 2081
=t 2P )

6. The circuit is fast. This is so because
transistor hole/electron storage effects are
minimized.

7. The transistor specifications are not
critical.

8. The circuit has high utility and is
flexible, ie., the circuit may be: (a) used
with any supply voltage within reason
(note! Not necessarily equal positive and
negative supplies), (b) designed with
different values of R and Rj for the p-n-p
and n-p-n to accommodate nonsymmetrical
loads; (c) used with different-type tran-
sistors to create unusual circuit effects, etc.

C. Frre-FLopr
D-C Considerations

Two buffer inverters of the type shown
in Fig. 1 may be connected together to
form a symmetrical flip-flop as shown in
Fig. 2.

The d-c considerations of this circuit
are the same as for the buffer inverter
previously discussed. However it is
worthwhile to point out that the ratio of
total power drain on the supplies to the
power delivery at the output terminals
is almost unity, i.e.,

Pout _ -Pout _ 22)IL (2)
Peupplics — Pout+ Pstanaby B 20l ;,+4v1
where I,=If 3)
Pout 2061 1
then = e
P supplies 22}[3[ +47JI 2
1 +;3

=efficiency (4)
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Fig. 7. CRD gate

Transient Considerations

The important transient considerations
of the symmetrical flip-flop may be seen
with the aid of Fig. 3.

Salient points to note about the tran-
sient behavior of the network are:

1. The hole storage of the saturated
transistor is minimized because large
current is drawn from its collector during
the storage time, thus clearing out the
stored minority carriers quickly.

2. The rise and fall times, of the output,
after the storage time is directly related
to the ability of the conducting transistor
to delivery current at the collector terminal
and the terminal capacitance.

3. Transistor dissipation due to transient
effect 1 and 2 set an upper limit to the
average pulse repetition frequency of the
circuit equal to approximately one-fifth
the value of the transistor frequency cutoff
(o), 1.e., the use of 10 megacycles, (mc)
e transistor result in a circuit' pulse
repetition frequency (prf) of about 2 mec
maximum.

4. The accumulation of charge on capaci-
tors C by the transmission of trigger
energy through it sets an upper limit to
the maximum prf of about 0.15ac,.

5. It is important to note that restrictions
number 3 and 4 allude to the average
maximum prf; the “burst” repetition rate
can be considerably higher. This can be
shown as follows: :

Let g=accumulated charge on capacitor
C during one trigger pulse

Since g=C AE (5)

where AE represents the change in voltage
across C caused by one trigger pulse;

then g<iT (6)

where I'=time between trigger pulses
and ¢=charge current necessary to just
discharge C in time T

Baker—Symmetrical Transistor Logic



Thus, as T is made small, i.e., the pulse
repetition frequency is increased (1/T
= prf), then AE increases and at the limiting
prf both transistors will be conducting at
the same time (which usually causes one of
them to burn out). In order to prevent
AE from becoming too large, ¢ must be
increased (to discharge C in time T) by
decreasing the values of R and Rp. There
is a practical limiit ‘to increasing <, however,
because decreasing R -increases the tran-
sistor-drive, thus lengthening the transistor
storage time which in turn increases the
transistor dissipation. However, this is
an average effect and the burst prf (say
for an interval of 100 trigger pulses) can
be a factor of 3 to 5 higher.

6. It should also be noted that the net-
work of Fig. 3 is triggered at all four points
simultaneously, which minimizes the delay
time without resorting to speedup capaci-
tors across the ceupling resistors R, and
consequently rendering a flip-flop that is
exceedingly difficult to false-trigger through
load transients.

- D. Loecic
General

In most of the low-speed (below 500 ke
prf) data processing systems built by
the group to date, the nets have been con-
structed with diodes utilizing trailing-
edge logic and pulse-level gating of the
voltage mode. (Diodes must be able to
sustain the full logic levels voltages in
the reverse direction.) Transistor
emitter follower circuits have been used
internal to the nets, where additional cur-
rent gain is needed. In higher-speed
data processing systems (above 500 kc
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prf) current mode diode nets are used and
delays are inserted to circumvent race
problems. (Current mode nets are nets
that operate with low voltage swings;
the current 4is shunted from one path to
another as in Fig. 4.)

Low-Speed Logic

1. Trailing-edge logic

An example of the trailing-edge logic is
shown in Figure 5. Since each flip-
flop can deliver 20 milliamperes, (ma)
and each gate draws 1 ma, the ‘“fan
out” from a flip-flop to single level gates
i$20. The “fanin” (number of gates that
can drive a flip-flop) is almost unlimited.
When 2-level nets are used the fan out is 5.

2. Multilevel nets

When more than two levels of logic are
used, emitter followers are employed as
shown in Fig. 6. This process ‘“‘and-or-if-
and-or” can be carried on indefinitely
with two exceptions. Theyare: 1. that
care is taken to guard against too much
negative power being fed from the nets
back into the flip-flops and, 2. that the
nets do not oscillate. The first condition
can be overcome by shunting resistors
across the input to the nets (note that
this wastes power) or using clamp diodes
across the flip-flop outputs. The second
condition is prevented by inserting buffer
inverters after every fourth level in the
nets. The over-all fan out for general
two level nets of the voltage mode is 5.

NON
INVERTED Ry
OUTPUT

INVERTED
OUTPUT

AND OR PP¢1 AND
OR AND NP¢I OR
Fig. 11. D-c logic nets

3. Capacitor resistor diode gating
(CRD Gating)

A simple inexpensive method of pulse-
level gating is shown in Figure 7. CRD
gating also has the advantage of built-in
delay to circumvent circuit races. The
disadvantage to this gating method is that
it is inherently slow, the maximum speed
(or minimum time between gating opera-
tions) being limited to about three times.
the time-constant RC. Another limita-
tion is the signal-to-noise ratio unless care
is taken to limit the clock pulse amplitude
to less than the gate waveform amplitude.
However, this latter limitation is easily
taken care of with symmetrical circuits
in that the wave-form amplitudes are
automatically limited to the supply
voltage valites.

E. Necative REsisTANCE CIRCUITS
(NRC)

General Comments

The fully symmetrical bistable circuit
discussed in Section II-C (Figs. 2 and 3)
can be used to generate very fast rising
and falling transients (sharp leading and
falling-edge square waves for example).
However, for the reasons discussed, the
circuit cannot be operated at a prf that
would seem consistent with the fast tran-
sients. There are several specific reasons
why this is so; but generally one can say
that the circuits employ a great deal of
“speedup” over drive (via the base-to-
base capacitors) and since conventional
speedup cannot be obtained without
reactive elements, the energy stored
during - the transient period must be
recovered during the circuit “‘rest’ (static)
interval.

It happens, however, that circuits
can be built with much higher rep-
etition rate with little sacrifice of
transient time. This is accomplished by
utilizing p-n-p and n-p-n transistors and
coupling-the two together to form a nega-
tive resistance circuit,! then paralleling
two such negative resistance circuits to
form 4 bistable circuit.?

1 1
+——o o——
OUTPUT OUTPUT
SET E RESET
_\l— R, [N N R2 V
Fig. 12. Thristor NRC flip-flop
29



Fig. 13.

Bistable Negative Resistance Circuit v

1. Static conditions

Consider the circuit of Fig. 8. When
two transistor of opposite types are con-
nected as shown in Fig. 6(A), the resulting
circuit is as if a negative resistance was
connected between the emitter terminals.!
The gain of this network can be easily con-
trolled by external means as indicated by
the loop current gain equation shown in
the figure; ie., the current gain G is
primarily dependent upon the product of
the ratios of R, to Ry and R; to R, (as-
suming @ an,, ap~1). Thus, if two such
circuits are emitter-coupled as shown in
Fig. 6(B), the “on” pair will be stable if
Ri>R; and Rs>Ry. It is also important
to note that from the application point
of view this circuit is very designable in
that +E, —E, Ry, Ry, R;, and Rymay be
varied independently rendering design
easy for a variety of power supply values,
etc. Also, the stability of the circuit is
grounded base current gain sensitivity;
ie., a sensitivity, not 8 sensitivity which
the circuit stable for a wide range of
transistor parameters.

2. Transient conditions

The fact that the ultra-stable network
of Fig. 8(B) may be made unstable is
shown in Fig. 9. Referring Fig. 9 when
the “off” pair (T3 and Ty) is turned on,
the emitter resistances (R; and R;) are
shunted by the base resistors (R, and Ry)
of the opposite transistor pair (77 and 7).
This is an unstable situation as may be
seen from the current gain equation of
Figure 8(A). (Note: Under no condi-
tion, except when the transistors have a
common base current gain less than one-
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Flip-flop module

Fig. 14. Logical net circuit module

half, can the conducting pairs have a gain
less than unity.) Under these conditions
the four transistor combinations can be
characterized by two parallel negative
resistance supplied by a current source
whereby one-half ‘‘avalanches on’” while
the other ‘avalanches off.” Thus we
see that; 1. circuit regeneration is accom-
plished without speedup reactive com-
ponents (this situation allows the circuit
to be retriggered immediately after the
transient without waiting for reactive
components to recover), and 2. the cir-
cuits allow wide tolerance to: a. transis-

tor parameters, b. supply changes, c. re-
sistor values, and d. temperature (note
that . under static conditions, the circuits
are effectively grounded base).

Experimental circuits designed on the
NRC principal utilizing graded-base
transistors have been operated at pulse
repetition frequencies exceeding 30 mc and
are conveniently designed to operate at
a prf of 10 me.

NRC Buffer

A buffer inverter is shown in Fig. 10.
The same static and transient conditions

Fig. 15. Subrack

Baker—Symmetrical Transistor Logic
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Fig. 16. Subrack holder

Fig. 17 (right). Computer console

that apply to the flip-flop are applicable
in this case.

Fast Logical Nets

1. D-c coupled

A practical approach to building fast
diode direct coupled nets is to keep the
currents through the diodes low (thus
enabling the diode to switch on and off
quickly), keep the voltage swings low
(thus minimizing the effects of shunt
capacity) and to use high-gain NRC
buffers. This approach is shown in Fig.
11. In addition to keeping the power
level low, important considerations of this
network are:

1. The logic is buffered after two vlevels,
i.e., and-or-buffer-and-or-etc.

2. ‘The circuit utility is increased from
a system standpoint by having both
inverted and non-inverted output available.

3. The clip levels are easily adjusted by
providing a bleeder network at the base
of the right hand n-p-n transistor.

4, The symmetry of the circuitry and the
resulting system organization ~(supplies,
etc.) allow an n-p-n para-phase invertor
(NPol) easily obtainable by inverting the
supplies, diode polarity and transistor
types.

2. Fast a-clogical nets

An example of fast a-c nets is shown in
Figure 4. As in the d-c nets the power
level is kept small. The net clip level
is adjustable through varying the emitter
potential (bias).

Other important considerations for this
type of pulse net are:

1. The a-c load per input reflected to
the clock source is minimized because the
clock source merely turns off the input
diode.

2. The diode reverse breakdown voltage
may be low (2 to 3 volts) which gives the
diode manufacturer freedom to concentrate
upon diode speed.

Baker—Symmetrical Transistor Logic

3. Symmetry concepts allow the use of
“‘opposite polarity’ designs.

4. Optimum speed bias conditions may
be utilized for the transistor through the
freedom to vary the transformer turns-
ratio.

These considerations show why it is
possible to comstruct a-c mnets with a
propagation time of 10 millimicroseconds,
(mus) (and-or amplifier propagationtime).

Extension of NRC Technigues

It is the author’s belief that NRC
techniques offer one of the more attractive
approaches for both higher speed and
simpler, more powerful circuit design.
The reasons for this are:

1. NRC techniques which utilize p-n-p
and n-p-n transistors do give rise to high
prf circuitry that is convenient to design
and use.

2. It has been shown! that the four-termi-
nal p-n-p-n devices are equivalent to a
pair of transistors.

3. Circuitry work with three-terminal

BUILDING BLOCKS
Tz Te
ouT

+E1¢

Fig. 18. Building block concept

p-n-p-n transistors (RCA thyristor’s) show
that it is possible to construct a bistable
circuit utilizing fewer components than
do ordinary techniques (see Fig. 12).

III. Features of Basic Circuit
Modules

The wvarious circuit features that

_directly affect system design are discussed

in the form of Tables I through IV. The
author would like to point out that it is
difficult to discuss the relative merits of
different circuit approaches as applied
to systems with a finite amount of words.
The reason of this is that evaluation by
necessity rests heavily upon experience
and, hence, judgment, which is difficult

FLIP~FLOP {500 kc)
r

Fig. 19(A). Low-speed shift register stage
(B). High-speed shift register stage
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Table I.

Gain
Type Circuit Propagation Time FanIn Fan Out
Symmetrical buffer................ 0.3pus—dmcunits................onon.. PPN 1........ 10
0.03 us—50 mc units
See discussion
Appendix I
Symmetrical flip-flop.............. 0.3ps—bmeunits..........coviiiiiiniiii., 10........ 10
0.03 ps—50 me units
Appendix I
Trailing-edge logic................ depends upon clock-rise time and diode delay...... 15........ 1
0.05 us
CRDgating...................... diode delay time.......... .. ... oot 15........ 1
10 m ps
Multilevel diode transistor nets..... dependent upon power level Ay, AI............... [ T 5
0.1 pgs level with ordinary diodes and 5 mec
transistors
Table Il. Reliability
Temperature, Design-
Circuit Type Component Power Transistor Noise Degrees C. ability
Buffer............ Very good. .. ... Very good. .. ... Very good. .Fair........ —35 +65...Excellent
Fig. 1............ noncritical. ... .. the circuits.....................couun.. positive base
set own level current
supplied
Flip-flop..........Very good...... Very good. ..... Very good. .Fair........ —35 +55...Good
Fig. 3............ noncritical. . . ... sets own level. . .noneritical......................... operation
dependent
upon tran-
sistor stor-
. . age times
Trailing-edge. ..... Good........... Verygood................. Good. . ..... Excellent. . . . Good
gating dependent. . .. .. not amplitude.............. clock and
upon R time sensitivity R¢ gate set
constant and time constant by supply
clock pulse dependent
width
CRD gate........ Good...........Excellent.................. Good....... Excellent. . . . Excellent
amplitude
sensitive
amplitudes
set by
supply
Multilevel diode. ..Fair............ Fair............Fair........ Fair.................... Good

transistor nets See Appendix IT

to set down on paper. This is why the
data are presented in tabular form.
Every effort has been made to make the
tables as complete as practically possible;
and it is only after long deliberation and.
even then in some cases with reluctance
that the quantitative values have been
-assigned. The key to the qualitative
description is:

Excellent. . .almost all that could be desired
Very good. .noncritical, performs well

Good.......all right under almost all
conditions with normal care
Fair........ works, but some care in design

must be taken

In special cases where further explana-
tion than that given in the tables is
needed, the comments appear in the
appendixes.

IV. Physical Properties

A. Cmrcurr MODULES

As noted in the introduction, the data
processing group represented has chosen
to sacrifice economy of components in
order to save on “the circuits-to-system”’
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realization time (the desirability of this
is discussed further in Section V).  Fig.
13 is a typical flip-flop board with asso-
ciated input and output nets. Fig. 14
shows a typical logic board from the
Arithmetic Section of the machine. Note
that the component density was kept rea-
sonably low to facilitate speedy imple-
mentation of the circuits for the system.

B. SUBRACK

Fig. 15 shows the circuit broad recep-
tacle and subrack. One subrack holds
32 circuit boards of the type shown in
the two preceding slides.

C. Susrack Door

‘Fig. 16 describes the type of rack used
for mounting the subrack. The door
(subrack holder) accommodates 10 sub-
racks yielding a card density of 320 cir-
cuit cards per door.

D. CoMprUTER CONSOLE

Fig. 17 shows a picture of the computer
console containing 10 doors or about 3,000
circuit cards.

E. CompureR COMMENTS

This computer contains about 20,000
transistors and approximately 150,000
diodes. The computer (which is now a
working prototype) was built in about
30 staff years. Original estimates for the
time to build this system was about one-
hundred staff years. Considering the
cost of research and development in a
modern research laboratory per staff year,
it is difficult to see how any other possible
circuit-system techniques could have
yielded a lower total prototype system
cost. Indeed if one now projects the sav-
ing in time (staff years) along with the
time advantage of having a working sys-
tem for research studies (our major goal),
we believe one will find a total saving in
actual dollars by a factor of 2 to 4 over
any other possible approach. If one
further projects the saving in time to
construct other data processing systems
with the powerful time-saving circuit
techniques discussed, it is difficult to see
any other circuit solution for this work.

'V. System Comments

Analysis of the difficulties that were en-
countered while constructing CG24
showed that some of the fundamental de-
vice circuit system problems that are
significant are:

1. Use of high-speed transistors. Al-
though this was impossible at the time
CG24 was started (early 1956), the use of
high-speed devices throughout the machine
would lessen the clock source problem by
allowing lower power nets to be used as
well as utilizing fewer devices.

2. Build the machine into a smaller
volume. Surprising though it is, the
major trouble with nets arose, not from
static considerations but rather from
transient considerations. The fan out-
fan in problems on a static basis are far
less important than propagation time
considerations. This is because the solu-
tion to fan out-in problems are simple in
nature, where the solutions to propagation
time problems are not usually so. Indeed
some of the problems involving timing
have been found difficult to even analyze,
requiring a subtle knowledge of program-
ming, devices, circuits, and hardware
techniques.

3. Use of a-c nets. Closely coupled with
the just preceding discussion is the practical
problem of ‘‘debugging’”’ the machine.
The more liberal use of a-c nets facilitates
the partitioning of nets for trouble shooting
without the excessive use of dummy loads,
ete.

4. Use of larger modules. The reliability
of the machine has been extremely good from
the standpoint of component failures. It

. would seem justifiable then to utilize a

higher component packing .density and
more circuits per board with a resulting
saving in space, lead length, etc.

Baker—Symmetrical Transistor Logic



Table lil. NRC Circuits
Gain
Type
Circuit Propagation Time Fan In Fan Out
Flip-flop........... B0 MUS, o oottt e e e 150 0 7
Fig. 8............. based on 50 mec transistors.................... diode current nets
transistor driven
Buffer............. B2 0 I 72 N 7
Fig. 10
Dcnets........... BO HL S, vt ittt ettt e e e 15, i 7
through an and-or- buffer combination
A-cnets........... D0 7 15, . i 15
Table IV. Reliability
Circuit Temperature,

Type Component Power Transistor Noise Degrees C.  Designability
NRC........ Excellent....Good...... ..Excellent.......... Excellent....... —35 +55...Excellent
FlHp-lop. .ottt ee @ sensitive eir-. ... ... ol @ sensitive
Fig. 8 cuits emitter

current set
Buffer ...Excellent....Good........ Excellent.......... Good........... —35 +55...Excellent
same as flip-flop
D-c nets. ... Excellent. ... Excellent....Excellent.......... Good........... —35 455...Good
A-c nets.....Excellent....Excellent....Excellent.......... Fair............ —35 +55...Good
low level nets

inherently

have poor

S/N ratios

5. System packaging. Future trends in-
dicate faster devices, circuits and systems.
Present packaging techniques will prove
the major stumbling block to the realization
of fast systems.

6. One of the most powerful system aids
that exist is a flexible set of circuits, par-
ticularly in this era of rapid technology
advances. With this in mind, the building
block concept shown in Fig. 18 is considered
to be important. The circuit makes use
of a basic NRC flip-flop (7 through T,)
along with a set of delayed outputs (73
and 7T3) and a set of input amplifiers (75
and Ts). The circuit may be made more
universal by supplying a set of delay
switching current sources (7 and Ty to
completely circumvent circuit races.

VI. Universality of Techniques

Fig. 19(A) shows a single-stage dia-.

gram of a Low-Speed Shift Register (up
to 500 ke prf). Fig. 19(B) gives the cir-
cuit diagram for a high-speed shift
register (up to 10 me prf). The principal
feature of the low-speed stage is the ability
to drive heavy loads.

Baker-—Symm.etm'cal Transistor Logic

The main feature

of the high-speed stage is the fast shift
rate that can be attained.

It is believed that these techniques are
well suited to: 1. realizing digital-data
processing systems from basic circuits in
a minimum length of time, 2. advancing
the circuit art assuch, 3. rendering feed-
back information to the device field, 4.
utilizing the most powerful logical tech-
niques. Therefore, they should prove
interesting to and be used by: 1. any
industrial concern interested in prototype
machine design, large or small, 2. any re-
search and development concern that is
primarily system-oriented where the
circuits are a means to a system end, 3.
any establishment interested in studying
the device-circuit-system relationship,
i.e.,, component manufacturers, educa-
tional institutions, etc., because it is felt
that the circuits represent realistic com-
promise in the device-circuit-system area
for present and future techniques, and
because the circuits and associated tech-
niques are based upon fundamental con-

sideration,. realistic limnitations, and prac-
tical experience.

Appendix I. Propagation Time -

Fig. 1

The delay time through the circuit is
approximately equal to the sum of the
conducting transistor (old state) minority
carrier storage time, and the rise (or fall)
time of the transistor to be turned on.

1. Symmetrical buffer.

“The minority carrier storage in the transistor

to be turned off is shortened by the fact
that a large current is drawn from its
collector by the opposite conducting tran-
sistor. The fall (rise) time of the output
is fast because standby current is not
required and, therefore, all of the collector
current of the conducting transistor (new
state) is available to charge shunt capacity
and to drive the load.

2. Symmetrical flip-flop. Fig. 3

Since the symmetrical flip flop is formed
from two buffer inverters, the propagation
time is about the same as that for the buffer
inverter circuit, i.e., about 0.3us for 5 mc
transistors, and about 0.08us for 50 mc
transistors.

There is no loop delay in the circuit
because the initial transient does not re-
quire feedback as the circuit is triggered
at all four transistor base terminals.

Appendix ll. Multilevel Net

Propagation Time

The propagation time of a multilevel
net (type shown in Fig. 4) is difficult to set
because the time depends upon the power
(impedance) level at which the net is
operated. However, nets of this type can
be readily built which exhibit a propagation
time of about 0.1us per stage utilizing ordi-
nary diodes and 5 mc transistors.
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IBM Current Mode Transistor Logical

Circuits

J. L. WALSH

NONMEMBER AIEE

HE CURRENT mode circuits dis-

cussed in this paper and in preceding
papers! are intended for use in a very
large, high-speed digital computer. From
the circuit standpoint, this machine could
be classed as a mixed synchronous-
asynchronous system in which the out-
puts of chains of logic are often sampled
by clock pulses. The system requires
circuits which have delays of approxi-
mately 20 millimicroseconds per circuit.
The basic circuit philosophy discussed
" here is well suited to the properties of
the drift transistor.

Properties of the Transistor

The speed of response of a transistor
switching circuit, neglecting stray capaci-
tances, depends on the frequency response
and the time constant of base resistance-
collector capacitance. Of equal. im-
portance is the delay due to minority
carrier storage, particularly ‘when this
delay approaches the maximum to which
one wishes to restrict a circuit. As an
example, if one wishes to restrict the cir-
cuit delay to 20 millimicroseconds and the
saturation delay is 10 millimicroseconds,
then only 10 millimicroseconds can be
allowed for the transition to the switching
threshold of the stages being driven.
However, if the saturation delay is elim-

Ve \/I}om LINE X o

4.4m8 Loptimum

“Ie

MAX. POSSIBLE
POWER DISSIPATION

Fig. 1. Drilt transistor characteristics
2.45K 240. 6.4 E 245K 240,
Q7% 56 ] Q2
2 -6 -4 p
124 -6 s w 12 S-* =
2.45K. 240 E 6 245K 240¢
IN) Q

Fig. 2. Basic curmrent switches
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inated, a full 20 millimicroseconds can be
allowed for tramsition to the switching
threshold of the load stages. Clearly,
then, a transistor switch operated out of
saturation will not have to produce as
steep rise or fall times to maintain the
same circuit delay as a switch which is
driven into saturation.

The frequency response and the collec-
tor capacitance are marked functions of
the d-c operating point. The situation
for a drift transistor is shown in Fig. 1,
where curves of constant frequency cutoff
and constant collector capacitance are
plotted as a function of collector-to-base
voltage and collector current. The collec-
tor capacitance varies inversely with the
1/3 power of collector voltage, but re-
mains relatively comstant as current is
varied over a wide range. The contours
of constant frequency cutoff bear some
resemblance to a family of rectangular
hyperbolas. In general, frequency cut-
off increases as collector reverse bias is
increased. However, for a fixed value of
collector voltage, the frequency cutoff will
decrease when the current exceeds the
optimum value shown in Fig. 1. Also,
the frequency cutoff is poor at very low
currents.

The curves of Fig. 1 indicate that when
a transistor operates on a load line such
as x, frequency response and collector
capacitance will approach an optimum
within the hyperbola of allowable power
dissipation. The disadvantage of this
load line is that, when on, the transistor
is required to dissipate more standby
power than would be required with a load
line that extended into the saturation
region.

Basic Current Mode Switch

Consider the basic current mode
switches shown in Fig. 2. The circuits
are differential amplifiers with one input
reference to ground in the p-n-p circuit,
and —6.0 volts in the n-p-n circuit. The
input signal to the top tramsistor, 7%,
swings about ground, but only by an
amount sufficient to switch current com-
pletely into either transistor T3 or T%..

In the p-n-p circuit of Fig. 2 the top
transistor, T3, is off when the input po-

A+B+C

Fig. 4. Current switching “and" and ‘‘or”
circuits

tential is at +0.4 volts and the bottom
transistor, T, is conducting. When the
input potential is at —0.4 volts, the
bottom transistor is biased off and the
top transistor conducts. -Since the po-
tential changes at the input are very samll
the 910-ohm resistor and the +6-volt sup-
ply constitute a constant current source,
and there is little difference in the current
supplied to the top or bottom transistors.
The output signal is developed across the
240-ohm load resistor returned to —6
volts. In order to make the output signal
swing about —6.0 volts, a small current
bias is added through the 2.45K resistor
returned to —12 volts. With this
arrangement, the output potential varies
from an off value of —6.4 volts to an on
value of —5.6 volts.

The p-n-p circuit of Fig. 2 has an input
referenced to ground, and outputs refer-
enced to —6 volts. Because of the 6-volt
difference between input and output,
a p-n-p switch cannot drive another p-n-p

J. L. WaLsH is with International Business Ma-
chines Corporation, Poughkeepsie, N. V.

The circuits described in this paper are the work
of the circuit design group of the International
Business Machines (IBM) Product Development
Laboratory, Poughkeepsie, N. Y. This work was
supported by the Air Force Cambridge Research
Center.
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Fig. 6. Flip flop

switch. This difficulty is overcome by
constructing a complementary circuit
with n-p-n transistors. As shown in Fig.
2, the n-p-n circuit is reference to — 6 volts
and may be driven by a p-n-p circuit.
The outputs of the n-p-n switch swing
around ground and are suitable for
driving p-n-p circuits. The two circuits
of Fig. 2 are the basic current mode
switches. A fundamental rule in their
use is . that p-n-p circuits always drive
n-p-n circuitg, which in turn may drive
p-n-p circuits.

It is interesting to compare the char-
acteristics of the basic current mode
switch to the criteria required for high-
speed switching, dictated by the transis-
tor and shown in Fig. 1. The basic cur-
rent mode circuit has a small load resistor
similar to load line x in Fig. 1. Also,
signal swings are small and the collector
diode is reverse biased by 6 volts, so that
the transistcr operates in a region of good
frequency response and low collector
capacitance. Finally, optimum current
can be switched by the proper choice
of the emitter current source. With the
exception of the very small region of
poor frequency response at low currents,
through which the operating point must
pass as the transistor is turned on or off,
the operating point is always in a region
where the transistor bandwidth is high.
Experimental results indicate more cur-
rent should be switched than the transis-
tor optimum of 4.4 milliamperes shown in
Fig. 2. This increase in current over the
transistor optimum was necessary because
the input capacity of the stages being
driven and the stray capacitance, rather

SHORT CIRCUIT
DELAY LiNE

S-6 = +6

Fig. 7. Single-shot

than the time constant of the driver, were
limiting speed. A further increase in
current over the experimentally deter-
mined optimum will cause frequency re-
spomnse to fall off, and slower switching will
result. Ingeneral, an increase in collector
reverse bias will increase speed. How-
ever, a point of diminishing returns is
reached, and a small compromise is made:
between speed and power dissipation. In
Fig. 2 a collector supply of —6 volts and
a current source of 6.5 milliamperes were
used and judged optimum. '
Before concluding the discussion of the
basic switch, some mention should be
made of noise problems and of the noise
susceptibility of the circuit. When the
load network is located close to the
stages being driven, the basic current
mode switch is not susceptible to power
supply noise. Three possible noise gen-
erators are shown in Fig. 3.  First, a noise
generator (e,) is inserted between the
—6.0-volt reference supply and the load
to represent noise on the —6-volt supply.
Because of the ratio of the resistors in the
coupling network (2.45K to 240 ohm),
virtually all of the noise voltage will be
applied to the base of the top transistor as
well as to the base of the bottom transis-
tor. When the noise is applied in this
manner, it will cause little trouble, because
the circuit is a differential amplifier, and
switching can be accomplished only by
changing the potential of one base with

Fig. 8 (right). Cir-

cuits for terminating

respect to the other. Noise on the collec-
tor bias and the emitter source supplies
(—12 volts and +6 volts) will have to be
of large amplitude to cause trouble, since
these supplies are separated from the
circuit by large resistors that join the
circuit at points of low impedance.

Inductive coupling, which might come
from adjacent signal wires and which is
represented by the noise current generator
(%) in Fig. 3, is not troublesome. This is
because the basic current mode switch
presents a high output impedance in the
loop -through which any inductively
coupled noise current must flow.

Of the three noise situations shown in
Fig. 3, the problem of capacitively coupled
noise from adjacent signal wires, repre-
sented by the voltage noise generator (e,)
and the signal wire capacitance (c;), is
the most critical. This is not serious, be-
cause the input node has a low impedance
(220 ohms). One modification which will
make the circuit more sensitive to noise is
the inclusion of a peaking coil in the cou-
pling network in series with the 240-ohm
load resistor. The peaking coil will raise
the node impedance, and capacitive
coupling from adjacent wires will be more
of a problem. Also, the peaking coil will
act as a low pass filter in series with noise
generator (2,), and the differential ampli-
fier property of the circuit will be de-
creased.

Logic Circuits

By providing additional transistors, the
basic current switch of Fig. 2 may be ex-
tended to perform logic. Two logical
circuits capable of performing the “and,
or, and inversion” connectives are shown
in Fig. 4. For this discussion, a binary
“one” is defined to be the most positive
input to a switch regardless of whether the
signal in question is referenced to ground
or —6.0 volts. One logical feature of cur-
rent mode circuits can be seen in Fig. 4.
That is, there are two logical outputs and
they are complements of each other. As

v
=y
9380

transmission lines
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a logical*‘one” is defined here, the top out-
puts are inverted and the bottom outputs
are normal. The fact that inverted out-
puts are always available eliminates the
need for a separate inverter building block
in a system. In a long chain of logic
where inversion is frequently required, the
result is a reduction in over-all delay.

The two logical circuits of Fig. 4 will
generate the necessary logical connectives
required in a system. However, a sep-
arate “‘exclusive or” building block would
be an advantage, since three of the logical
blocks of Fig. 4 would be required to
generate the “‘exclusive or” statement and
also there would be a delay of two logical
blocks in cascade involved. The simple
arrangement of logical blocks shown in
Fig. 5 will generate an “exclusive or”
statement with a delay of only one logical
block. Only the p-n-p version of the cir-
cuit is shown, but the n-p-n version can be
formed in a similar manner. The “‘exclu-
sive or” circuit comsists of two parallel
“and” circuits which generate 4-B and
A-B. With the four inputs connected as
shown, only one of the “‘and” circuit out-
puts can be conducting at any one time.
Therefore, the “and” circuit outputs can
be connected to form the “‘or’” circuit re-
quired to complete the ‘“‘exclusive or”
function. Under the input conditions
A-B or A-B, the inverted outputs of
both “and” circuits will be conducting
and two units of current will flow into the
load network. This network is designed
to give a normal output only when both
sides are conducting, and in this manner
the inverted “exclusive or’’ statement is
obtained. The inverted outputs will sup-
ply only one unit of current when the
normal ‘‘exclusive or” inputs (4-B+
A-B) are present. However, because of
the special coupling network, the output
signal will not be large enough to switch
the load stages. The “exclusive or” cir-
cuit requires both the normal and com-
plemented input signals.. This is no
problem, since both normal and comple-
mented outputs will always be available
from the driving sources.

No discussion of a set of switching cir-
cuits for a computer would be complete
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~ case is shown in Fig. 6.

without reference to some means of stor-
age and some means of generating a well-
defined pulse. The storage circuit in this
It consists of two
basic switches cross-coupled to form a
symmetrical bistable flip-flop. The flip-
flop can be set in either position through
the pull-over tramsistors on either side.
An “or” function can be built into the
flip-flop by paralleling the pull-over tran-
sistors. Operation is in no way different
from the logical block circuits of Fig. 4,
previously described.

A basic current mode single-shot is
shown in Fig. 7. ‘The circuit again con-
sists of two basic switches cross-coupled
together, but in this case one side is
through a short-circuited delay line.
The bottom n-p-n transistor is biased off
by the network at its base. The short-
circuited delay line is terminated at the
sending end, and the pulse width at the
output is determined almost entirely by
the time required for the wave front at
the delay line input to travel down and
then back up the delay line.

In any computing systems, situations
are encountered where it is necessary to
drive loads located at a comsiderable dis-
tance from the driving source. This may
be done by driving conventional coaxial
transmission line and terminating the
coaxial line with either of the circuits
shown in Fig. 8. Both the arrangements
shown here are driven by a basic current
switch. The n-p-n line terminator at the
top of Fig. 8 is a Class A grounded-base
amplifier. When the top output of the
basic switch driving the line is off, the
n-p-n transistor conducts and approxi-
mately 6.5 milliamperes flow into the
current sink formed by the 660-ohm re-
sistor and the —12.0-volt supply. When
the top tramsistor conducts, the emitter
current of the n-p-n grounded-base stage
is reduced to 0.5 milliampere. The input
impedance of this stage has a small in-
ductive component and an impedance of
11 ohms. The 82-ohm resistor is added
to increase the total impedance to 93
ohms and match the characteristic im-
pedance of the coaxial line. The small
capacitor compensates for the inductive

input component. The value of the series
resistance can be changed to match lines
of different characteristic impedance if
desired. The p-n-p line terminator at the
bottom of Fig. 8 operates in the same
manner. In this circuit the base is
biased to —3.0 volts so that the output
signal will be referenced to —6.0 volts.
The n-p-n circuit differs from the p-n-p
circuit in that it translates the output of
the basic. p-n-p switch from —6.0 volts
up to ground level. Because of this, the
n-p-n grounded base amplifier can also
be used as a coupling means between two
p-1n-p logical blocks.

In concluding the discussion of the
basic circuits, reference should be made
to the component tolerances used in the
design and the speed of operation that has
been achieved with these circuits. Some
design information will now be summa-
rized.

Power supplies. . =49,

Resistors........ +39%,
Transistors...... B=20
70 megacycles <f,, <150
megacycles

5 micromicrofarad < C;, <
15 micromicrofarad
40 ohms <7pp <80 ohms
Emitter base
breakdown....>2.5 volts

Circuit delays range from 6.0 to 22 milli-
microseconds, the longer delays being
associated with the larger loads. The
basic logical block is designed to have a
fan-out of 3 bases. The number of
logical inputs is dependent on the number
of loads. Maximum inputs are: 6 in-
puts for a load of three bases, 8 inputsfor a
load of two bases, and 10 inputs for a
load of 1 base. In general, circuit delays
are a function of the load and are not
greatly affected by the number of logical
inputs.
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Discussion

T. R. Finch: The selection of a logical
circuit for digital systems reminds me, in
some aspects, of the procedure that a family
goes through in selecting trees for the new
one-acre lot. The house is located on a
very barren plot, and since they would like
to enhance their investment, they decide to
buy some trees, and, of course, they want to
get their money’s worth. Well, they can in-
vest in some evergreens which are very
glamorous and present a very spectacular
show above ground. Depending on where
they live and the climate, in a number of
years they may be able to call their little
one-acre plot their dream place. However,
they had better give some serious considera-
tion to the root structure and soil as well as
to the glamor above ground if they are in-
deed to enhance their investment.

I think to a certain extent the design of
large-scale systems involves similar prob-
lems. It is fun to design a glamorous circuit
with many storage elements. Sometimes
we cannot understand exactly how they
operate, but they operate like a ‘‘whizz-
bang.”

Companies that have been in the com-
puter business for a long time, have to
balance off system requirements and bring
into being a system that has system efficacy.
If there is available a whizz-bang system
control and calculator that operates at 100-
megacycles but must stand around for an
hour and wait for the peripheral equipment
to perform its data-processing task, then
the system efficacy and low cost are most
likely imaginary. What we are interested
in is the integrated job of reliability at the
least cost.

Transistor resistor logic (TRL) is not a
glamorous circuit, it is just a ‘“work-horse”
circuit that gives you a great deal for your
money. I think that the TRL circuit de-
signer lives up to his responsibility of provid-
ing a basic circuit that can be understood,
has a certain amount of flexibility, and
provides the speed that is required across a
rather flexible speed range. With TRL,
and presently available transistor, is availa-
ble, propagation time of the order of a tenth
of a microsecond. It will not do this with
all logical flexibility in all cases, but it is
often more advantageous to exchange logical
capabilities for the speed needed at lowest
cost.

Another point on which I would like to
comment is how we view the use of the
transistor as a logical element as opposed
to the use of another device in this applica-
tion. This choice depends upon the size
of the system, reliability, and cost princi-
pally. (We believe that in the end almost
all characteristics, including reliability, have
to be priced out.)

At this meeting we have seen circuits
which use transistors for logical input, other
circuits which use diodes for logical input,
and TRL which uses resistors for logical in-
put. We believe that resistors, given the
same selection that semiconductors will be
given, will prove more reliableand more
economical and will justify their use wher-
ever speed is not completely dominant.

My basic contention is that people who
are using transistors for each logical input
are indulging in “‘rich living,” and they have
got to get something out of it. What do you

get out of it? In current mode switching
you get speed. With direct coupled trans-
istor logic (DCTL), you get simplicity and
I contend that at the present time this is
not enough to offset stiff transistor require-
ments and inadequate protection against
sporadic error. However, I think that
DCTL should be commended; it has been
a real catalyst since its circuit simplicity has
triggered us toward the evolution of digital
systems employing simple logical circuits.
I think now is the time to leave DCTL be-
cause of the problems related to the severe
requirements on the transistors. As time
goes on, these severe requirements are going
to keep the DCTL transistor higher priced
than the moderate requirements on other
systems, and because the transistor is used
for logical input it is going to be an expen-
sive system.

In TRL, I think that there is a balance,
a flexible balance, that permits the logical
designer to meet the system’s engineering
needs. A study has been made to determine
the efficacy of a complete intergrated system
that places speed requirements on various
blocks, sorters, and calculators, input-out-
put stores, etc., and the study resulted in a
group of requirements on logical speed.
Once the speed requirements on the circuit
are set, what do you want to optimize? The
answer is the economics because reliability,
maintenance, and the first cost of designa-
bility all are priced out.

The design of TRL circuits is flexible and
permits a variety of speeds. Given a year
or two, the diffusion-type devices are going
to move the alloys out of business, and you
will be able to obtain, for the same amount
of money, diffusion-type devices of high-
speed low-capacity reproducibility and re-
liability. Our premise in TRL is that itisa
good bet to take advantage of what is going
to be offered.

As to our thinking in regard to bringing
a system into being a couple of years from
now, we are betting on the diffusion-type
devices with a simple circuit that we can
understand and design, and can use in large
numbers. We can realize our speed require-
ments, and we can obtain the various eco-
nomics from the simple circuit by just scaling
the impedance level up or down. This gives
us the desired-amount of protection against
malfunction. If we want to go to higher
speed we just lower the impedance level at
the inner-stage, and we get high speed with
some sacrifice of logical rules, or else we
have to use more power.

Our premise again is that d-c power, as
it has been refined throughout the years,
is the best buy that you can get. You
should invest in d-c power in many cases,
although this is not true for air-borne
applications. I think, if you wanted to
design restricted, small scale special-purpose
air-borne computers, you would get most
value from carefully designed DCTL cir-
cuits: low power, low power consumption,
and operation on low voltage.

I do not think that I would use TRL if I
had a real time problem on a time-sharing
basis where I had to get down to millimicro-
seconds: I do not know what I would use
for sure, but I might just have to use some
of the transistor rich living I mentioned. I
have great confidence in the performance of
diffused junction transistors, and I am not
afraid to use them, but I do think that it is
going to be some time before they are as
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cheap and as reliable as resistors. We believe
the same is true for diodes. With the same
care and attention given to the fabrication

~of all devices, I think that the resistor is

going to outrun the diode and transister for
a long timé to come.

JamesB. Angell: I have one disadvantage
in arguing with Mr. Finch, in that basically I
am speaking of DCTL predicated on ex-
perience. This is not just new and glam-
orous; we have had experience with it.
So, to some extent what he, and I and others,
in fact, will say about DCTL must be based
on a fair amount both of design and actual
usage and experience.

Before I go on with other comments, I
would first like to augment to some extent
the question of cost consideration that Mr.
Finch started. This is that it is not really
the cost per logical element which is of
primary consideration in any computer, but
it is rather the cost of, or per, logical de-
cision. Certainly there are some cases where
there are real time problems with a time scale
of doing decisions sufficiently slow so that
we are not primarily concerned with how
many computations you can do per second.
It is true throughout the majority of cases,
if you can do the job faster, you can do it
with fewer elements. You are not neces-
sarily going to come out with the conclu-
sion that DCTL is the right answer. I
merely wish to augment Mr. Finch’s
thought.

What is the primary concern? What does
it cost to make a given decision? DCTL
is certainly not one of the faster types of
circuit. It is roughly comparable in speed
with what is called resistor-capacitor coupled
transistor logic (RCTL), I believe.

This brings us to another point regarding
cost. At least in the case of a limited num-
ber of machines a very strong factor in the
cost is the designability of the circuit. That
is, how easy it is to go from paper designs up
to the final layout of the machine. I do
not know this fact in the case of transistor
resistor logic, but in DCTL I know that it is
relatively straightforward. This circuitry
can be compared almost to a relay logic cir-
cuit when you consider each relay to be of
monopole, monothrow arrangement; the
transistor is single-pole, single-throw relay,
with, unfortunately, a connection between
input and output. Nevertheless, the trans-
formation from original layout to final
machine is relatively straightforward once
the original layout has been designed on the
basis of simple logical rules.

Again with regard to cost, to do a given
jobin a given length of time with the slowest
circuits will require more total circuits, and
it has been found by experience with DCTL,
and in various other cases, that reliability
is not only on the basis of components, but
also on the basis of interconnection of the
components. How many nodes you have

in the circuit becomes quite important;

the total number of contacts, the total
number of gadgets, if you will, that you can
put in conveniently on a given panel. I add
this point to indicate the fact that there is
indeed something to be considered not only
from the standpoint of a minimum number
of circuits, but also for doing a given job in
a given length of time.

Another factor to be considered is that
of minimum component count. Minimizing
the number of costly components does not
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necessarily make for minimum over-all cost.
It has been experienced and stated by one
of the organizations that has been involved
~with DCTL that the over-all cost of a DCTL
machine is not much more than the cost of
an RCTL machine of equivalent capacity.
Furthermore, it will require less design
time because of the simplicity of the design
and the smaller number of actual com-
ponent values that must be determined. -
Finally, I would like to leave you with the
thought that the logic described by Mr.
Walsh is a complementary version of DCTL,
in that both use transistor logic.

R. H. Baker: I do not think that basi-
cally there is any difference between the cir-
cuitry that we can argue about, but for the
sake of discussion I will make commients
about each.

First of all, let me consider my own cir-
cuitry. On one hand the cost of the com-
ponents is expensive, but on the other hand
if we estimate 75 man-years for doing a
job we save 30 kilo-dollars per man year,
which is about what one does in a research
laboratory. Then this is more than the
total cost of all the parts of the machine
that we were to build, and for this research
job I do not see how we could have done it
any other way. Our goal here is to build
something for a system evaluation. 1 do
think, however, that the cost of the com-
ponents will go down, and that this circuitry
of ours will become simpler and cheaper. It
does have a high-performance record, and
as time goes on it can be made simpler.

. Now I would like to ask a question about
TRL. To show no favoritism I will agree
that resistors are more reliable than diodes,
and if you can say that reliability is meas-
ured by how much per cent something
changes, then a resistor changes less per-
centagewise than a diode does. On the
other hand, there is a real question with the
greater variation that you can stand with the
diode than you can with the resistor because
the latter does consume part of the margin
of linear device. I am not at all sure that,
with the greater allowable variation of
diodes, that resistors offer a truly more
reliable way. I also say that a hermetically
sealed resistor (but it would be expensive)
would be very effective.

I also want to point out that the de-
signs of a paper machine are nothing like
getting a machine to work. I think that
some of the transient problems are the ones
that are going to be really hard to solve,
not the d-c problems in TRL. The problem
is: One has a machine designed on paper,
and you build it up and run a program
through it to see if certain parts of the
program make errors. This is usually the
type of error where you must allow yourself
enough flexibility to overcome the difficul-
ties once you have started running the
machine, transient-wise.

With regard to DCTL, I just cannot -

believe that a 3-terminal device is going to
be as reliable as a 2-terminal device. I
think the diode is more reliable than a
transistor because a diode is governed more
by a bulk phenomenon than is a transistor,
hence, the transistor is more amenable to
surface conditions affecting it than is a
diode.

I think that the same comment is true of
the circuitry described by Mr. Walsh.
I think that a diode per logical input is ex-
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pensive. On the other hand, I do not think
that he expects this to last very long.
In our position, we do not have to have
something planned 5 years ahead, and this
is where we differ basically from IBM, where
the use is commercial as well as military.
I think that by the time we go to his type of
logic there will probably be something out
with a little faster speed which will put diode
logical input out of business. I think
that it will probably be a p-n-p-n type of
device produced by companies such as
Radio Corporation of America, with three
and four leads.

J. L. Walsh: I find it hard to speak in
rebuttal since our problems are different
than, for instance, the areas in which Mr.
Finch operates. I have no argument with
resistor logic, and I can certainly see that in
many slow-speed applications it is economi-

~cally worthwhile.

The advent of the drift transistor has
opened up new areas of real high-speed
operations, and here I do feel that saturation
techniques will not be adequate. We will
not in the future be able to neglect the ulti-
mate storage delay which might be 5 or 4 or
3 millimicroseconds.

Chairman Felker: I have a series of
questions to present to our speakers. The
first question comes from E. J. Gauss,
University of California in Los Angeles,
for Mr. Finch: “Could not a gain in speed
be obtained by the use of diode clamps to
limit swings, and thus prevent saturation?”’

T.R. Finch: Yes. Thisisa common way
to operate and to use more power and what
I call a “‘speed-up configuration.” I com-
mented on this when I pointed out that for
a large number of applications falling in the
fields of industrial control or business auto-
mation, the basic simple circuits with
modern-day junction transistors will meet
speed-up requirements without resorting
to clamps for nonsaturation arrangements.

Chairman Felker: The next question is
also from Mr. Gauss, for Mr. Angell:
“Could not the “‘hogging”’ of current by one
of several paralleled bases be minimized
by the use of series resistors?”

James B. Angell: First of all, to minimize
hogging, the manufacturers of transistors
put in what is called “a base spreading re-
sistance.” This is not very well controlled,
and indeed it has had some effect.

"On the question of hogging, it is fairly
stable with time so that if you have a tran-
sistor that meets the specifications initially,
it will continue to meet that characteristic,
not one of age. Second, to add such a base
resistance does indeed slow down the turnoff
of the transistor. If you will recall Fig.1 of
my paper, when the first transistor is ac-
tivated the second one is supposed to go off.
The higher the base resistance of the transis-
tor going off, the slower it turns off, until
eventually it gets as bad as TRL. Of course,
by adding the resistor you are adding an ad-
ditional node. Experience has shown in
general that when a circuit has relied on
transistors to avoid hogging, it has been
adequately successful, at least to date.

T. R. Finch: I wish to comment on Mr.
Baker’s comparison of DCTL to a degener-
ate design of TRL. This is definitely not

the case because the big problem of DCTL
is in its lack of adequate protection against
malfunction resulting from a forward-biased
“off’”” transistor, which is one of the strong
differences between DCTL and TRL.

Chairman Felker: From A. Wennstron,
Hughes Aircraft, for Mr. Baker: ‘Is diode
recovery a serious problem in your high-
speed circuits? What diode type do you
use?”’

R. H. Baker: VYes, it is a problem.
However, I would like to point out that one
manufacturer is now making a fairly fast
diode. Although it was not meant to be
particularly fast, if you are really after speed,
you can get a diode made in the laboratory
within a year that will have recovery time in

- the order of a millimicrosecond.

Chairman- Felker: This question is ad-
dressed to Mr. Baker and Mr. Walsh,
from S. Disson, Burroughs: “Please com-
ment on pulse propagation problems in
circuits with 5- to 50-millimicroseconds
stage-delay characteristics, particularly on
when and why coax is necessary. Also
would Mr. Baker please comment on sus-
ceptibility of his cirecuits to coupled noise?”’

J. L. Walsh: I think we gain when we use
coaxial for cable that goes beyond 3 feet;
below that, down to 8 inches, we use twisted
wire. Beyond that, as far as propagation
time, you have to keep track of the delay in
the coaxial cable.

R. H. Baker: We do not know the answer
to this question; this is what we are working
on. We have a feeling that coax is not
the answer because it makes the machine
too big. It seems to me that if you are
going to make the machine run fast, it is
going to have to be small to keep the propa-
gation time down. The only way to do
this, I think, is to invent a new package
where everything stays close to the ground
plane. I do not think that there is a simple,
general solution to this. All that I can say
at the present time is that we have poten-
tial designs, and we are trying to get a
solution.

Chairman Felker: This is for each panel-
ist, and is from J. C. Hawkins, ALWAC:
‘“Mr. Baker gave a component count figure
of 20,000 transistors and 40,000 diodes for
one machine. Would other panelists com-
ment on, or estimate the number of com-
ponents required for typical general-purpose
computers using the type of circuits de-
scribed ?”’

T. R. Finch: We made a comparison for
a part of our system using about 7,500 TRL
circuits. The difficulty here is that we
worked to the needs of a system, an engi-
neering analysis of what the blocks had to
do in the way of terminal speed, if we came
up with a solution that was faster it had
little value unless the component count was
reduced. The prime, dominant charac-
teristic of Mr. Baker’s circuit is to use more
components to get speed. Also, Mr. Walsh’s
circuits are more complex than ours, so the
comparison was made with DCTL. From
our analysis it looked as if DCTL ran from
2!/, to 1 greater in transistor count, and
counting joints and cost placed on resistors
and transistors. Our estimate for the block,
as of 1958 and of 1962 both, was that the
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TRL was 2!/, to 1 less expensive for the
same speed performance in the block.

Chairman Felker: Mr. Hawkins asks, “I
believe that you stated that you had 34,000
transistors. How much would that be?

T. R. Finch: Twenty thousand transis-
tors, and no appreciable number of diodes,
and we are averaging about five resistors per
transistor.

Chairman Felker: Do you have some
figures-on that, Mr. Walsh?

J. L. Walsh: I would not care to compare
numbers with numbers used in TRL ma-
chines, as compared with the other numbers
discussed here. Frankly, the comparison
would be relatively favorable, but I do not
think that the machines were designed to do
the same job. I think it would be quite
meaningless to point out what order of num-
bers has been used in TRL machines.

Chairman Felker : Here is a question from
D. Weisser, IBM, for Mr. Baker: ‘“Do you
make any effort to select transistors for
minimum minority carrier storage?”

R. H. Baker: The answer to this is,
“No.” With later-type transistors that we
are working with now, storage is practically
nonexistent.

Chairman Felker: We now have a ques-
tion posed to all speakers from Louis Kurk-
jian, Hughes Aircraft: ‘“Which of the 4
systems described are more applicable to
synchronous and asynchronous operation?”’

J. L. Walsh: I think that the system I
described is applicable to either synchronous
or asynchronous operation, but certainly
there is less of a problem at high speed if
you run equipment as synchronous.

Chairman Felker: I.do not see why any
of these circuits could not be used in both
types of machines.

James B. Angell: DCTL is used almost
completely in asynchronous machines.

T.R. Finch: All systems somewhere must
be synchronized. As far as TRL is con-
cerned, you wait for it to propagate and
set up on registers, and then it is clocked out.

Chairman Felker: R. K. Richards, Con-
sulting Engineer, asks of all speakers:
“With all the virtues of the transistor cir-

_cuits you have described, how do you ac-
count for the fact that existing tube com-
puters are mnot experiencing competition
from corresponding transistor computers?”’

J: L. Walsh: I would be happy to answer
that one. The existing tube computers are
not really competitive from the standpoint
of the ultimate use to be achieved. I think
that most people are not designing replace-
ments, but rather are designing equipment
to do other bigger jobs faster.

Chairman Felker: The fact is that every-

one is planning a transistor computer. I.

do not believe anyone is planning new
vacuum-tube machines. I would expect
that in 5 years most of the computers will
be transistor based. In the military field
transistors have pretty well won out com-
petitively.

James B. Angell: There is no doubt about
it. :

J. L. Walsh: I would like to make an-
other comment on that fact. Until we get
a vacuum tube that has a diode drop equal
to the diode drop of the transistors, I think
that the transistor will be pretty difficult to
beat for high-speed operation.

T. R. Finch: There is a comment I would
like to add. It is difficult to supersede
quickly a system implementation that has
been refined for over 40 years.

Chairman Felker: This next question
comes from O. S. Goda, Collins Radio Com-
pany, and is addressed to Mr. Finch:
“Transistors 2N393 and 2N501 are rela-
tively expensive devices at $7.50. How do
you justify economy when 0.25-microsecond
propagation time is obtainable with a diode
OR-transistor NOT circuit using alloy-junction
8-megacycle, $1.50 transistor?”’

T. R. Finch: If I had to bring into being
next month a large-scale system, and it
would be the only system I was going to de-
sign and put to work, then I think that the
comment is well founded. I made the point
that we were investing in the future, and
that future is that the diffused-junction
transistor, within a reasonable time on the
order of 2 years, is going to be less costly,
easier to make, and high speed. Beyond a
period of 2 to 4 years I would question that
you will be seeing many alloys around in a
new system. ‘

Chairman Felker: This question is for
Mr. Angell, and comes from C. E. Baker,
McDonnell Aircraft: “Exactly what does
the increased number of transistors of DCTL,
as compared to RTL, buy in the way of
speed, reliability, and complexity?”’

James B. Angell: In terms of speed for a
given transistor, I would expect that the
ratio is something like two; that is, DCTL
is between one and two times faster.

What it buys in the way of reliability,
I cannot say. )

In complexity I think, without question,
that there are slightly fewer nodes using
DCTL because each element in DCTL is an
active element with gain. You do not
require occasional inverters or transistors
to reinstate the loss you have had in the
dissipating elements. FEach element is ac-
tive in this case.

R. H. Baker: In other words, they are
both slow.

Chairman Felker: The next question is
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from L. P. Retzinger, Litton Industries, for
Mr. Baker: “Do any oscillation problems
arise from using emitter followers in logic?”’

R. H. Baker: There definitely are, if you
use followers in a row without isolating the
diodes.

Chairman Felker: Mr. Retzinger also
asks Mr. Finch: “Do you place a restriction
on max-8, since storage time is a function
of excess base current?”’

T. R. Finch: We have debated about
doing this, but we have not done so, so far.
With the devices that we have been using,
the microalloys and the microalloy diffused
base, the requirements on the transistors are
a minimum, d-c beta of 40 collector current
of 5 mills with a possible “on’’ voltage of 125
millivolts. The worse-worse computation
we have programmed on our computer, as [
have shown you, did not put restriction on
beta and included devices with d-c beta ex-
ceeding 100. I do think that we would get
improved logical rules if we did.

Chairman Felker: Here is a question
from W. Libaw, Magnavox Research
Laboratories: “Do you use a pulse to trigger
flip-flops? If so, is there a problem of
gating the ‘old’ state of the flip-flop with
the clock pulse?”’

T. R. Finch: The way we are operating so
far is straight d-c level. Although we are
not treating the flip-flop any differently
than a d-c logic stage, we have been giving
consideration, as one might expect, to capac-
itor-coupled flip-flops. I might mention
that the basic d-c level logic circuit covers

‘the order of 90 per cent of logical needs,

with the larger part of the remaining 10 per
cent in the control circuit. Special pulse
triggers were not used for the speeds de-
scribed.

Chairman Felker: Here is a question
from W. Woods, RCA, for Mr. Finch:
“In calculating the performance curves for
TRL. circuits, what specifications are as-
sumed for minority-carrier storage, and how
well can this characteristic be controlled in
practice?”’

T. R. Finch: Minority carrier storage ef-
fects are controlled by, 1. tfansistor design
in regard to lifetime of storage bodies and
the volumes of these bodies, 2. the depth of
saturation due to forward drive, and 3. the
sweep out reverse current, Since we were
primarily interested in the worst-worst per-
formance, we placed requirements on the
transistor turn off under our most severe
logical conditions, in our case, 5 active
inputs before turn off, and minimum availa-
ble sweep out current. The forced beta be-
came about 3, and the maximum allowable
turn off time for the 2N393 was specified as
0.35 microsecond. Under these conditions,
it was not unusual to find delay variations
ranging down to less than half of the speci-
fied maximum.

39



MicroSADIC, A High-Speed System
with Variable Format Output

HELMUT SCHWAB

NONMEMBER AIEE

ICROSADIC is a data acquisition

and handling system. It is, there-
fore, the link between the test object and
the electronic computer in an advanced
scientific or technical study. Fig. 1 shows
the cabinet which contains the central
data processing electronics of the Micro-
SADIC system. It contains the data
sources for time and selectable title con-
stants. It also contains the commuta+
tors, the digitizer, the central program
unit, and a power supply. Data are
coming in through transducers from the
test directly or through frequency mod-
ulated-pulse daration modulation (FM-
PDM) radio link through telemetering
equipment. The MicroSADIC output is
usually magnetic tape. The tape unit is
of the same size as the unit shown in Fig.
1. The MicroSADIC meets the need for
high speed in data processing, high accu-
racy, compatibility with all standard
computers, reliability, and outstanding
flexibility. Its design for universal use
allows the build-up of a variety of com-
plete data handling systems. The fol-
lowing paragraphs will show how these
characteristics are achieved. Special at-
tention is given to the characteristic
of flexibility which makes it possible for
the MicroSADIC to create basically dif-
ferent data output formats as required for

Fig. 1.

Basic MicroSADIC cabinet
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different computers with their contrasts
in format and input specifications.

Data Sequencing and Coding

The operation of the over-all system is
illustrated by Fig. 2. The test object
may be a missile, a windtunnel model, a
power engine, a chemical plant, or any
other complex system. The transducers
feeding the MicroSADIC system pro-
vide electrical signals proportional to the
test values. Examples of the great
variety of these are pressure, tempera-
ture, stress, and angle of attack. Two
different types of test have to be con-
sidered, the air-borne test and the ground
test.

In case of an air-borne test, see Fig. 3,
the transducer outputs may be fed into
an air-borne commutator. This switch-
ing device sequences the data and feeds
its output into the air-borne signal con-
verter. The air-borne signal transmission
normally use pdm and FM modulations.
A ground station records such signals on
magnetic tape. The tapes are brought
to the test center and played back into.a
demodulator. The demodulator pro-
vides straight pdm outputs for a pdm
digitizer. It also demodulates the FM-
FM signals into amplitude modulated
(AM) signals. Another MicroSADIC
digitizer converts these signals into digital
data in the desired code. The operation
is simpler in the normal ground test,
(see Fig. 4). In that case the analog
transducer outputs are given to a stand-
ard commutator which feeds directly
into the analog digitizer.

Digital transducer outputs are also
brought to a commutator. Thereby, the
sequence of their recording is controlled.
This sequence is important since the
later computer program has to be estab-
lished on this order in the incoming data
flow. In Fig. 5 note how the different
data sources feed into the central pro-
gram unit. The pdm digitizer had been
mentioned before. The commutator for
analog signals is connected to the digitizer
which feeds into the programmer.

Another data source is the time infor-
mation. Most tests are of the “dy-
namic” type and, therefore, require time
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Fig. 3. MicroSADIC inputs for air-borne
tests

information for each data point. Static
tests make use of the time unit for count-
ing test points and other purposes. There
are also switch combinations which give
digital constants and may be used for
test identification (date) or special com-
puter information (program selection).

In summary, then, there are five digital
data types:

1. Constants.

2. Counter output from time accumulator
or decoder.

3. Digitized data from the analog digitizer.

4. Other data.

(a). From the subcommutator for digital
inputs. :
(b). From the PDM digitizer.

Types 4(a) and 4(b) will not normally
be wused together. Therefore, normal
MicroSADIC build-ups use four types of
data. The sequence within each group
is determined by the commutator and the
code is determined by the digitizer.
Straight binary or binary-coded decimal
are mostly preferred. The sb/bcd trans-
lator in Fig. 5 is used in cases where
both codes are wanted simultaneously.
It might also be that the general system
is selected to be straight binary but that
for a special test bcd output is wanted.

The translator is based on the “dou-
bling” principle. The numbers are seri-
ally shifted from an sb register into a bcd

s

Hermur ScHwAB is with Consolidated Electro-
dynamics Corporation, Pasadena, Calif.
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register and the content of the bed register
is doubled with each step.

Fig. 6 shows possible output uses. The
output tapes of the MicroSADIC
system can be played back directly into
one of the standard computers and they
can also be played back into a tape to
card converter and the cards may be sent
to the computer. In this conversion again
a code translator may be used for the
same reasons as mentioned before.

The Programmer for Operation
Mode and Format

The programmer is the link between
the digital data sources and the tape,
hence, the computer. This determines
its task as follows:

1. Operational control of the MicroSADIC
System.
2. Format control of the data flow.

The great variety of test applications

and especially the contrasts between dif-

ferent computer characteristics require
an exceptional flexibility of the pro-
grammer.

Operational Control

The operational control determines the
chronological length of the test and, there-
by, the length of the computer problem.
It also determines what types of data
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Fig. 5. Central units of the MicroSADIC
: system

are to be handled in each data block.
The computer program has to conform
to this selection.

Two types of operational control are
provided: data-sequence control, and
time-sequence control. The data-se-
quence control allows the writing of one
of the following data combinations:

1. Constants only.
2. Time, digitized data, other data.

3. Constants, time, digitized data, other
data.

4. File mark only.

Program 1 is used in order to flag the
data flow to the computer or the magnetic
tape. This can have the meaning of a
computer instruction, title, identification
numbers, etc. )

Program 2 is typical for a normal test
run.

Program 3, with the repetition of the
constants in each data block, is useful in
formats for punched card output.

Program 4 marks the end-of-test and
serves to stop the computer at this point.

The time-sequence control offers three
selections:

1. One sampling period only.
2. Repeated sampling periods.

3. Continuous operation.

Selection 1 is used for system check-
outs. It might also be useful in static
tests where one data point characterizes
sufficiently each setup.

Selection 2 signifies that at any given
time only one sampling period is re-
corded. But such commutation periods
are triggered periodically, controlled by
the time unit of the MicroSADIC system.
Repetition rates can be anywhere between
milliseconds and hours.

~ Selection 3 is the normal opera-
tion for a dynamic test with continuous
data acquisition. It requires separate
start and stop commands. The start-
stop function is another operational con-
trol of the over-all system.

Format Control

Data are commonly stored in the form
of pulses on a magnetic tape. The mag-
""" It is their
location on the tape which determines the
content of their message. Therefore, a
strict order of writing pulses on the mag-
netic tape must be determined. This
order is called the “format” and is
different for different computers. These
contrasts in computers become more
important as more computers come into
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use and as more computer types appear
on the market. Itishoped that computer
manufacturers will give attention to the
point of format standardization. Stand-
ard values should be decided upon for the
number of tracks, types and location of
parity checks, length of data words,
alignment of writing heads for magnetic
tape, and quantitative characteristics of
the magnetic pulses. The remaining
variable of number of words in a data
block should be sufficient to take care of
necessary contrasts in computer char-
acteristics.

Fig. 7 shows 16 formats which a normal
MicroSADIC programmer is able to
write. They are grouped around the
main computers and their peripheral
equipment. This concerns the Inter-
national Business Machines (IBM) 704
and 709 with IBM card punch or printer,
IBM 650 with IBM card punch or printer,
MilliSADIC card punch, Remington
Rand 11034 with Remington Rand card
punch or printer, and some special for-
mats for high-data handling speed, which
require special editing equipment. More
formats can be written in as far as they
represent a combination of the character-
istics of the 16 formats which have been
shown in Fig. 7.

The great flexibility of the MicroSADIC
programmer is achieved by its operational
design philosophy. This means that the
over-all operation is subdivided in a
number of fundamental suboperations.
Each such suboperation is performed by
a special building block. These building
blocks again are designed to offer great
flexibility. Some of these subunits are:

FORM.1compuTER |cODE|¥s |%/ |¥p1 %1 | Yo
[ sg | IIb 3 [3
2 T704-709 3 2 | sp. 9
3 <6 []
4 | 704-705, | [ 3 [ 220 12
5 |PERIPHERAL <6 1 [0
5 M <4 15
>—penipheraL | 50 <5 0] ¢
8704, M-SAD 3| 2|20
s PUNCH <6| T [ 10
10 M-SAD <4 15 EXT.
1" PUNGH <6 10
2| 18M 650 <5 2 [100[<s0] 10
i3_|[RR 11034 | S8 3 [sp[36b] 12
14 _|RR 2
75— PERIPRERAL | BCP <3s 1 ?g e |
16| ED. EQUIP. | ANY | ANY ANY [ANY] 12

Fig. 7. Available tape formats for the
. MicroSADIC system
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1. The digit countet which counts the
number of characters in a word (optional 5,
6, 10, or 12).

2. The data group counter (optional any
number from 1 to 10).

3. The sample counter (optional 1, 10, 15,
20, 30, 45, 60).

4. The block gap generator (optional, any
time).

5. The parity check generator (optional
odd or even check) and several more.

The selection of a specific performance is
done by two means, patchboard and
switch.

PATCHBOARD

A 100-point patchboard allows the
selection of all formats in Fig. 7 and
additional specific modifications. Nor-
mally one format is needed corre-
sponding to the local computer. How-
ever, in some places there are differ-
ent computers available, for instance,
a smaller local computer for quick evalua-
tion and a big central computer for final
evaluation. Sometimes two different cen-
tral computers are available and the
selection depends upon their work load,
so, a fast format change is then needed.
Some tests may be made twice in two
different formats in order to make greatest
use of the computer facilities. Then, the
number of wanted formats is patched
and specific points patched to the switch
inputs.

ForMAT SwiTCH

This is a multiple, double-throw switch,
which effects a fast change of the patch-
ing pattern. Two or more different
formats may, thereby, be selected by the
turn of a knob.

Standard selections could be:

IBM 704, sb (format 1)

IBM peripheral, bcd (format 6)

or

a. IBM 704, and peripheral (format 4)

b. Remington Rand 1103, s.b. (format 13)
or

IBM 650 (format 12)

MilliSADIC card punch (format 8)

or any other combination

e

e

It should be kept in mind that the data
processing speed is different for the differ-
ent formats. This may motivate the
computer and format selection. It also
shows the influence of the “contrasts in
computers’” on the data-acquisition sys-
tems and thereby on the original test
itself. It is believed that the Micro-
SADIC system succeeds in giving the
liberty to scientists and engineers to
select the best way for their data process-
ing problem. However, the limitations
inherent in the computer characteristics
can not be avoided.

The Over-All System

The beginning of this paper mentioned
the importance of high speed in data proc-
essing, high accuracy, reliability, flexi-
bility, and completeness as main system
characteristics. The following figures
show how MicroSADIC is able to realize
the following goals:

MaxmMuM SPEED: Format 16: 10,000
samples per second average, s.b. code,
each corresponding to 3 decimal

digits. (20-kc clock rate)
AcCURrACY: +0.19,
RELIABILITY

Industrial reliabilify can be defined as

the ratio of working time to trouble-
shooting time for the system. The work-
ing time is mostly given by the compo-
nents’ life time. MicroSADIC uses only
long life components and transistors as
active elements. The circuit design
tolerances correspond to the known end-
of-life values for each components for
instance =*159%, for resistors. The trou-
ble shooting time is greatly reduced by
MicroSADIC’s modular and operational
design and numerous checking and test
facilities, marginal checks included.

FLEXIBILITY

The writing of 16 different formats is
standard. Additional modifications are
possible. Two different codes can be
written. Input data can be digital,
analog, or pdm.

COMPLETENESS

Special equipment (specific transducers,
code transformers, etc.) allows system
combinations for practically all tests.
The standard equipment covers the
essential applications as known from the
past and expected in the future.

EXPERIENCE

In order to give an idea of the back-
ground of the data acquisition technique,
it can be stated that 30 data-preparation
systems (SADIC and MilliSADIC) have
been installed during the last 5 years by
this company only. MicroSADIC repre-
sents the latest state of the art in com-
ponents, manufacturing, and systems
design.

The MicroSADIC provides an efficient
input means to many computers with their
contrasting input conditions.

A Computer-Integrated Rapid-Access
Magnetic Tape System with Fixed
Address

R. L. BEST

NONMEMBER AIEE

HIS paper describes the internal
tape library system planned for the
TX-2 computer at Lincoln Laboratory,
Massachusetts Institute of Technology
(MIT). One hundred magneti¢c tape
transports will be under the control of a
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T. C. STOCKEBRAND
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central electronic system; the system will
have a storage capacity of 10 bits and
an access time of about 30 seconds. It is
particularly well suited for use with a
computer of large randoni-access storage
capacity such as 7°X-2, which has a core

memory of 2!/, million bits. A simple
tape transport having a high-speed search
mode with redundant information transfer
will make the ultimate library system
for a computer, reliable and relatively in-
expensive.

The tape transports are controlled by
electronic circuits closely integrated with
the computer. A permanent, constant-
density timing track on the tape provides
the speed reference for the control circuits
and makes possible fixed position address-

R. L. Best and T. C. STOCKEBRAND are with the
Lincoln Laboratory, Massachusetts Institute of
Technology, Lexington, Mass.

The research in this document was supported
jointly by the United States Army, Navy, and Air
Force under contract with the Massachusetts
Institute of Technology.
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Fig. 1.

Tape transport mechanism

ing and a variable rate of information
transfer. The transport does not employ
a constant speed capstan: two conven-
tional 3-phase motors pull the tape in
either direction. The control system
varies the speed by modifying the torque
on the driving motors after comparing the
timing track bit rate with the desired bit
rate. By this means the computer can
select an appropriate speed for recording
data in real time over prolonged periods.
A separate channel of block marks en-
ables the computer to locate information
blocks at any speed, including high-speed
search at 920 inches per second (ips).
Read and write speeds are 30 to 100 ips
and acceleration time to these speeds
is 1/2 to 11/, seconds.

High reliability in the transfer of in-
formation to and from the tape is gained
by making five channels out of ten re-
dundantly paired tracks. Thus in the
ten-track head assembly there are three
information channels, one timing channel,
and one block mark channel. Appro-
priate head shielding reduces crosstalk
and permits reading of the timing chan-
nel when other channels are being used
for writing. Since the amplitude of the
signal from the tape varies greatly with
speed, a system of recording is used
that allows the polarity of the flux
change, rather than its amplitude, to
be sensed in reading. High-gain ampli-
fiers may then be used in which the out-
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put stages are normally saturated and the
gain need not be closely controlled.

Computer/Tape Library
Relationship

The primary objective, a large library
of quickly accessible information, is pro-
vided by a large number of tape transport
mechanisms controlled by a small number
of circuits which are closely integrated
with the computer. One feature of
TX-2%? is its multiple sequence control;
that is, it can share its attention between
equipments which are operating simul-
taneously in real time. The computer
commands the selected tape drive to at-
tain some mode of operation, then turns
its attention elsewhere until the tape con-
trol tells the computer that the desired
mode has been attained. Multiple se-
quence control also enables the computer
to vary the speed of the tape during in-
formation transfer: this feature would be
used, for example, if the computation
itself depended upon external, real-time
events and the information transfer
had to be synchronized with the results of
the computation.

Another feature of 7X-2 is its large,
random-access core memory® which can
store large blocks of information at one
time and which can be used as a buffer
while the tape is accelerating. The
control element for the tape library ac-
cepts the computer’s commands rapidly
but does not require instant response by
the computer to events in the tape system.
Generally the control takes care of the
simple local problems and leaves the com-
plex problems of operation to the com-
puter, and therefore the programmer.

The tape mechanism, which has a wide
variety of speeds, can search through a
reel of tape much faster than the computer
can accept information. For this reason,
blocks of information on the tape are
tagged with block marks that can be
read at speeds up to the maximum, 920

DIRECTION SENSOR

ips. The read and write instructions
command only a single 9-bit transfer
between memory and tape. A series of
such instructions is necessary to transfer
large blocks of information; the instruec-
tions must occur at an average rate
determined by the tape’s speed.

Transport Design and Motion
Control

MECHANICAL DESIGN

The tape transports used in this system
were made as simple and fool-proof as
possible: they consist of a read-write head
assembly, two reels, two drive motors, and
a tape guide. The drive mechanism has
no capstan. Thus a good deal of me-
chanical complexity is eliminated and a
wide range of tape speeds is made possible.
Fast starts and stops are precluded,
however: 1/2 second and 71/, inches of
tape are required to reach 30 ips.

Figs. 1 and 2 show the transport mech-
anism. The motors are flange mounted,
1,800 rpm, 3-phase induction motors of
the conventional type which have roughly
constant torque characteristics when
operating well below synchronous speed.
The horsepower (hp) rating, and there-
fore the torque, is as high as possible,
limited by the tensile strength of the
tape. One-eighth-hp motors, each driven
by a magnetic amplifier, provide the
proper torque to operate 10-inch reels
mounted directly on the motor shaft
and loaded with polyester tape, 0.001-
inch thick and 1/2-inch wide. Maxi-
mum tape speed is about 920 ips when
the driving reel is full. ’

The head assembly and guide are shown
in the insert, Fig. 2. The relatively
large, constant radius of the guide re-
duces the pressure between tape and
guide: At speeds above 20 ips the tape
floats on an air cushion and is thus easy
to edge guide. Skew, caused by non-
uniform tape tension across the width of
the tape and by variations in tape width
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is minimized. There is no wrap around
the head. Variations in tape tension,
which are large in this transport, do not,
therefore, cause excessive pressﬁres on
the head and wear is reduced. Because
only short wave lengths (0.0025 and 0.005

inch) are used in the system, the area of

tape-head contact need not be large.

* The direction in which the transport
is moving is determined by a sensing
device mounted on the rear shaft ex-
tension of one motor. The sensor con-
sists of an iron cup dragged against one
of a pair of stops by hysteresis from a
star-shaped permanent magnet on the
motor shaft. The cup operates a mercury
switch by rotating an attached magnet.
This scheme gives positive direction
information even at the slowest tape
speed. A mercury wetted contact switch
provides computer-level signals to the
control without contact bounce and with
good reliability.

MortioN CONTROL

Each motor can generate torque in only
one direction to pull the tape from one
reel to the other. The control of the
motors is therefore simpler than if torque
had to be reversed. Since tension is
limited by tape strength, acceleration is
relatively slow. A sudden change of
torque, which might allow a loop to form,
is prevented by a long time constant in
the control windings of the motor mag-
netic amplifier.

To stop the tape, full torque is first.
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Fig. 5. - Speed-sensing logic

applied by the trailing motor until the
tape speed falls below 20 ips: at that
point d-c is applied to the trailing motor
to bring the tape to a smooth stop.
The direction sensor indicates which
motor is trailing. With d-c in the motor
field winding the rotor will resist applied
torque even at zero velocity due to the
hysteresis in the rotor. Voltage is never
completely removed from either motor
in order that some tape tension always
be maintained. The end of the tape is
sensed by a photoelectric cell which
receives light through transparent leaders
at each end of the tape. The timing track
is continued on the edges of the 100-foot
transparent strips so that the control ele-
ment will know when the tape has fallen
below 20 ips as previously described.

The control circuit for one of the motors
is shown in Fig. 3. The transistor, Q-1,
regulates the current through the control
windings of the 3-phase magnetic ampli-
fier, and it switches between saturation
and cutoff at various duty cycles. When
Q-1 is cut off, D-1 conducts, so that the
control winding-time constant is deter-
mined solely by its own inductance and
the 470-ohm resistor. This time constant
is made long enough to prevent abrupt
torque changes and to average the
control current.

Feedback was included to provide close
control of minimum torque. Too much
minimum torque will either allow the
tape to creep or require excessive. d-c
holding - eurrents in- the trailing motor.
Too little torque will fail to overcome
static friction, and allow a loop of tape
to form. The feedback prevents large
variations in the output current of the
magnetic amplifier which would be
caused by unbalanced line voltage or
small variations in reactor control cur-
rent, especially when the amplifiers are
nearly cut off. The feedback signal is
derived from the sum of currents in all
three motor leads. The diode D-2 limits
the sum output voltage of the current
transformers to 10 volts and thus keeps
the voltage drop across their primaries
negligible under high current conditions.

To generate full torque, one of the other
transistors such as Q-3 is saturated, cut-
ting off the magnetic amplifier control
current independent of the feedback and
allowing full current to flow to the motor.

The direct current which is appliedw to
the trailing motor when the transport is
slowing to a stop is switched to one
lead of the motor by a relay contact (not
shown on Fig. 3). The d-c flows into that
motor lead and out the other two, back
through the magnetic amplifiers. Al-
though the magnetic amplifiers are biased
into a low torque condition they will pass
the d-c (approximately 1 ampere) since
the average voltage across any one re-
actor must be zero.

DrcitaL SPEED CONTROL

To determine which motor should re-
ceive full torque, minimum torque, or
d-c, the desired condition of the trans-
port is compared with the existing one.
As shown in Fig. 4, the motion control is
based on a group of speed domains: too
fast (f), faster than controlled (f), slower
than controlled (s;), and too slow (s).
Various torque commands are shown as a
function of speed and direction for several
desired conditions.

The speed sensing logic is diagrammed
in Fig. 5. The speed is detected by com-
paring the interval between timing pulses
from the tape with the delays of delay
units, as shown in Fig. 6. Two pulses
are generated from a tape timing channel
as it travels over the head, Fig. 6(A) and
(B). The first is used to fire three de-
lay units, two of which, Fig. 6(C) and (F),
establish the boundaries between the
area of usable speeds and too fast or too
slow. The third delay unit, Fig. 6(D),
can be set by the computer to any one of
several delay times representing speeds in
the useful range and provides close speed
control at preset and selectable tape
speeds. It in turn drives a fourth delay
unit, Fig. 6(E), to provide a controlled
zone. In- this condition the transport
coasts. The second timing pulse occurs
at a time determined by the speed of the
tape. It is used to sense the condition of

Best, Stockebrand—Magnetic Tape System with Fixed Address
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the delay units and to set flip-flops to
define the speed domain. Tt is also used
to reset the units so they have time to
recover before the next “‘set” pulse. The
dotted waveforms in Fig. 6(E) and (F) in-
dicate this resetting when the tape is in
the controlled-speed zone. The delay
‘units must be resettable, and the delay
time of one must be capable of electronic
variation.

Head Assembly and Read-Write
Method

HeAp ASSEMBLY DESIGN

The 10-track head assembly contains
five channels: three information, one tim-
ing, and one block mark. Each channel
consists of two redundantly paired tracks;
the tracks in each pair are nonadjacent
to minimize the effect of a speck of dirt
lifting a portion of the tape. The timing
channel occupies the two outside tracks
which are heavily shielded from the
interior ones in order that the timing
channel may be read while the others are
being written.

The timing channel controls tape speed,
information density, and the fixed address
feature. It assures constant informa-
tiorr density regardless of tape speed and-
makes possible the changing of a single
word in a message. Its density must
therefore be known and constant. .- It is
permanently recorded, either with a con-
stant-speed capstan temporarily at-
tached or on a separate constant-speed
machine.

READ AND WRITE PRINCIPLES

Since the amplitude of the signal from
the tape varies greatly with speed, a
system of recording is used that allows
the polarity of the flux change to be
significant rather than its amplitude.
High-gain amplifiers may then be used in
which the gain need not be constant. Fig.
7 shows the flux pattern and other wave-
forms. The idealized timing-track flux

pattern consists of 200 complete cycles of
flux per inch, or 400-flux reversals per
inch, see Fig. 7(A). The timing track
read voltage, Fig. 7(B), is the expected
derivative waveform from a 0.0005-inch
gap looking at a signal of this density.
The signal is amplified and squared in a
Schmitt circuit, Fig. 7(C); the finite
hysteresis of the Schmitt circuit delays
the signal slightly as shown. Time pulses
are generated from the transitions of the
Schmitt circuit; time pulse 0 (TPO)
from the negative transitions and time
pulse 1 (TP1) from the positive transi-
tions, 7(D) and 7(E). The time pulses
must then be slightly delayed, 7(F) and
7(G), so that the information flux pattern
may be written in phase with the timing
flux pattern. The delay is a function of
tape speed and is varied by an analog
voltage fed to the delay circuit. The
analog voltage is in turn derived from a
circiit whose output is a predetermined
function of the average frequency of the
time pulses fed to it. The flux is laid on
the tape in phase with the timing flux so

that information may be-read or written:

while the tape is moving in either direc-
tion.

The delayed time pulses control the
transfer of information to the writing flip-
flops.. ‘Delayed-TPO transfers the bit to
be written to the flip-flop which is control-
ling write current;- delayed-TP1 comple-
ments the flip-flop. Thus a flux change
is written in the center of each line
corresponding to the bit to be written;
there may or may not be flux changes
between the lines. A typical information
pattern and resulting ideal flux pattern
are shown in Fig. 7(H) and 7(I). The
voltage which would be read from this
channel during read time is shown in Fig.
7(J). Notice that there is a saturation
signal at the center of each line, whereas,
in between lines there is sometimes a sig-
nal and sometimes not. The signal is then
amplified more than necessary, Fig. 7(K).
The amplifier has enough gain so that one
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of the redundant tracks may be complete-
ly separated from the head by a speck of
dirt while a half-amplitude signal is being
received from the other track; a saturation
signal will still be delivered by the ampli-
fier at the center of the line. The ampli-
fier is strobed by delayed TP1, so that
the logic doesn’t know what the amplifier
output looks like at any other time. The
saturation output received at the center of
each line with phase-modulated nonre-
turn-to-zero recording also allows the tape
to be read correctly with plenty of ampli-
fier gain margin over a wide range of
tape speeds.

READ AND WRITE CIRCUITS

The read-write switch and write cir-
cuit for one digit are shown in Fig. 8.
During ‘“‘write,” Q4 is cut off and Q3 is
saturated. With Q4 cut off, its 10K
collector resistor lifts the bases of Q5 and
Q6 towards +30, leaving them cut off and
the read amplifier disconnected. The
silicon diodes at the amplifier input pre-
vent any large. voltage excursions from
reaching the amplifier. With Q3 sat-.
urated, the digit flip-flop will cause either
Q1 or Q2 to also be saturated. With the

. circuit values shown, 15 milliamperes

(ma) will flow through the two series-
connected tracks and 30'ma through-the
saturated transistor (Ql or Q2): The
direction of - current: flow through the
tracks is determined by the flip-flop state;
i.e.; whether Q1 or Q2is saturated.

i
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Fig. 9. Read amplifier
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During “read,” Q3 is cut off and Q4 is
saturated. Q4 takes the full write current
through diodes D5 and D6, back biasing
diodes D1 through D4. With Q4 sat-
urated diodes D7 and D8 are back biased,
allowing Q5 and Q6 to be saturated, thus
connecting the two series-connected tracks
to the read amplifier at a d-c level of
approximately zero.

READ AMPLIFIER

The read amplifier, Fig. 9, has two
difference-amplifier stages and one out-
put stage with more than enough gain to
give a saturation output signal at a tape
speed of 20 ips. In the first two stages,
the common mode gain per stage is less
than wunity while the difference signal

gain is approximately beta. The low
common mode gain insures that power
supply noise will not be amplified. Each
transistor (Q1-Q4) is biased to a constant
d-c operating point of approximately 3.8-
smitter-collector volts and 1.9-ma col-
lector current. The capacitors shown
must only be large enough to have negli-
gible signal attenuation at 20 ips, the
lowest tape speed of interest. The low-
est frequency signal will be at 20 ips and
100 cycles per inch [alternate ones and
zeros; see Fig. 7(J)] for a frequency of 2
ke. The highest frequency will be at 920
ips and 200 cycles per inch (all ones or all
zeros) for a frequency of 184 ke. The
micro-alloy 2N393 transistors have more
than enough bandwidth for this applica-

tion. The signal amplitude at the input
to Q5 and Q6 is large enough so that,
most of the time, one of these transistors
is saturated. The output signals are of a
computer-type amplitude (0 or —3) and
are sampled by TP1 using conventional
TX-2logical circuits.*

References

1. FUNCTIONAL DESCRIPTION OF TX-2 COMPUTER,
J. M. Frankovich, H. P. Peterson. Proceedings of
the Western Joint Computer Conjerence, Institute of
Radio Engineers, New York, N. Y., 1957, pp. 146—
50.

2. Tue LincoLN TX-2 INpUT-OUTPUT SYSTEM,
J. W. Forgie. 1bid., pp. 156—60.

3. Memory Unirs IN THE LiNcoLn TX-2, R, L.
Best. Ibid., pp. 160—66.

4. TRANSISTOR CIRCUITRY IN THE LINcoLN TX-2,
K. H. Olsen. Ibid., pp. 167-71.

The Dynamics of Toggle Action

NORMAN L. KREUDER

NONMEMBER AIEE

T IS common in the design of regener-

ative circuits to perfect the d-c
(static) design on paper and the a-c
(dynamic) design in the laboratory. In
the process of working out the static
design, a certain amount of engineering
judgment can be used so that the result-
ing circuit will give approximately the
required dynamic performance, but rarely
will the d-c-designed circuit pass all the
‘performance specifications without some
changes dictated by laboratory tests.

Although it is awkward to calculate
directly the effects of loading and com-
ponent variation on stability, switching
time, and triggering characteristics, it

is even more awkward to measure these

effects experimentally because inter-
action of all the components makes it
difficult to find the worst combination.

This paper presents a designh method
using an intermediate step, i.e., the
negative resistance curve, between the
static and dynamic design. The effects
of loading and component variation
show up clearly as changes in the nega-
tive resistance curves and, in turn, the
altered dynamic performance can be
calculated easily from these curves.

The method is here applied only to
toggle (flip-flop) design, but the exten-
sion to monostable circuits in simple.
In principle, the method is applicable to
other regenerative circuits such as block-
ing oscillators.

The paper includes the derivation of
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negative resistance curves from the cir-
cuit parameters, a method of evaluating
toggle performance from the -curves,
and an example in the form of a transistor
toggle.

Description of the Curve

Fig. 1(A) shows a typical toggle using
p-n-p transistors. Suppose the resistor
sizes have been chosen to produde some
standard swing (V, to Vi) with some
standard power supply voltages, (E; and
E,). The object is to evaluate this pro-
posed design. :

A variable voltage source is shown con-
nected to one collector, with suitable
meters for current and voltage measure-
ments. If the source voltage is either
Vo or Vi, no current will flow since V,
and V1 are the stable, open-circuit output
voltages. Some current will flow at other
voltages.

When T is conducting, and saturated,
the current will be zero at a voltage very
close to zero. If Ti'’s collector is forced
more negative, current will rise rapidly
along the saturated collector character-
istic, (R;). This is shown as A4, B
in Fig. 1(B). Since collector current
cannot exceed i, where 4, is the base
current, 77 will pull out of saturation
when the collector current reaches Bi7p.

The measured current will continue to
rise, but more slowly, (B,C) and the slope
is now that of Ry, (R, + Rs), and the

grounded-emitter collector resistance of
T4, allin parallel.

Up to this point, T has been cut off,
but as the collector voltage of T rises,
so does the base voltage of 7.. When T,
begins to conduct, the circuit behavior
alters radically. The current through
T: is reduced as the collector voltage of
T drops, so less current, rather than more,
is required from the external source.
In fact, as the voltage is increased fur-
ther, the current required drops to zero
and reverses. (C,D,E on Fig. 1(B).)
When T is completely cut off, the current
again begins to rise, and the slope is now
Ry, Ry, and a very large collector resistance
all in parallel. At E, = V; the current
crosses the axis and will continue to rise
linearly until breakdown.

This negative resistance (NR) curve
describes completely the output char-
acteristics of the circuit, just as the plate
curves describe a tube. Load lines can
be drawn that will indicate loading capa-
bility, as will be shown later. In addi-
tion it will be shown that the NR curve
is an aid in deducing triggering thresholds
(duration and amplitude) -and switching
time. h

DERIvATION OF THE NR CURVE FROM
THE CIRCUIT PARAMETERS

It is not necessary to make the pre-
vious measurement to arrive at the NR
curves for a circuit. Consider Fig. 2(A).
Agsuming the base swing is small com-
pared to E, the current through R;
(45) is nearly constant at E,/R;, When
T is saturated, its collector current (z)
is (F1/R)) —15. The drop across the right

NorMAN L. KREUDER is with Burroughs Corpora-
tion, Pasadena, Calif.
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hand R, (E,) is then 73R, and that is the
amount by which T, is cut off. . The
collector voltage of T, is RyEi/Ri+Rs,
neglecting the base-emitter drop of T3.
The base current () of T1 is (Ei/Ri+Ry)
—13.  The collector current of 7% must
be less than Bip in order for T to be
saturated.

. The foregoing paragraph must be
obvious to anyone who has ever gone
through the d-c design of a toggle. It
serves only to define a few terms.

Again imagine the collector voltage of
T to be forced negative by some external
device, The external current will rise
steeply along Tiy's saturation curve
until the collector current is BiZp.
rise to I is actually a little steeper than
this, as Ry and (Re+4-R;) are in parallel
with Ty's saturation curve.) If, at this
point, the collector voltage is still low,
a good approximation for alloyed transis-
tors, the current that the external device
must insert is 7’s collector current plus
13 minus the amount inserted through R,.
That is, Ier=p1t~+73— (Ei/R1). This cur-
rent is noted as Ip on Fig. 2(B). The
subscript B corresponds to the point B
on Fig. 1(B). A positive I, will be
taken to mean an electron current into
the toggle circuit.

For external currents greater than I,
the collector voltage increases more
rapidly. 73 is then in the linear region,
so the slope B, C is 7,/B: in parallel with
Ry. Another parallel path is (Re+Rs)
but it is usually large compared to Ri.
Up to point C, T, has been cut off but

+E;

Fig. 2(A). Circuit for analysis

(The’

SATURATION
CHARACTERISTIC |

Fig. 2B (right).
Resulting NR

curve

when the collector voltage of T reaches
13Rs, T2 begins to conduct. Notice that
this voltage is independent of 8, so that
E.,=E.,/. The external current at this
point, .= Bitp+is— (El/Rl)‘l‘(Eco/Rl,);
which is just like I except for the last
term.

It is simpler now to skip to point Eg.
Since here T7 is cut off, 7, is large, and the
slope through Ej is simply R, in parallel
with Re.  Epis just ReEi/Ri+ R

Starting at Er and reducing the volt-
age of the external source, the external
current will be determined by the resist-
ance RiRy/Ri+R:=R,. As the voltage
is reduced, the base current of T will be
reduced, and T will come out of satura-
tion. When the collector voltage of T,
has risen to E, T; will again begin to
conduct because its base voltage will have
risen to ground. The current in T; when
T is on the verge of conduction is then
I,=(E—Eq/Ri)—4; and this quantity
divided by . is the base current required
in T, The current through the right
hand R, will be (I,/B:)-+14; and the re-
quired voltage on T'’s collector is:

Iy . Ei—Ee | i3(82—1) ]
- =| — 2422 R
(32_'—13) : I: B2Ry + B2 :

For very large 8,, this voltage approaches
73R, which is also E,.

Notice that, beginning at zero volts,
the point reached, C or C’, depends only
on B;, and, beginning at E, the point
reached, E or E’, depends only on the
term So.

The range of voltage C-E is the active
region, and, if the 8’s are constant here
(a good assumption), and 7Ty's base-
emitter drop is constant (a poor assump-
tion), the lines C-E will be straight. It
is easy to take into account the effect of
Ty's base-emitter voltage, as will be seen
later.

An additional useful bit of information
is I, the maximum current the external
source can remove from the circuit with-
out preventing bistability.

Kreuder—The Dynamics of Toggle Action

T =
E R,

— EF_EE _( E1R2 _R2(E1—Ec0) _

Ri+R;
\Rzi3(62—1)> Ri+R:

BaRy

B2 RiR,

_ [BeRi = (Ri+Ro) | [Er—is(Ri+Ry) |
o R,%8,

Evaluation of Circuit Using NR
Curves

DRIVING CAPABILITY

The circuit margin with respect to g
changes can be seen on the NR curves
since the points of circuit stability are the
points where the NR curves cross the
load line with positive slope. The un-
loaded case is a special one in which the
load line is a zero-current line and there-
fore coincides with the horizontal axis.

Fig. 3 shows two load lines on a typical
pair of NR curves. R, is returned to
some supply voltage E,. Rp is returned
to ground. These would be typical of
“and” and “‘or” gates in computer cir-
cuitry. For the low 8 curve, the toggle
is not bistable with load R,, since there
is only one point of intersection of the
load line and the NR curve. With load
Rz, the toggle is bistable for both low
B: and high B.. Marginal load lines
would pass through C or C’ and E or E’.

Fig. 3. NR curves with typical load lines
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Fig. 4. Two representations of the effect of clamps

Usually, other considerations come into
play before lack of bistability becomes a
factor. A certain tolerance on output
voltage must be maintained. When this
tolerance is specified, a load line can be
constructed to produce limit voltages and
the minimum load resistance thus deter-
mined.

Clamps are a special case of resistive
loading. Their effects can be shown as
in Fig. 4, where Dy and D, standardize
the output voltage at Ey and E,. D,
may not be necessary for standardizing
output swing, but is often used to pre-
vent saturation in the transistors. Since
Ty’s collector is not allowed to go to Ep,
T’s base current is reduced. I, is then
less than in the unclamped case. An
alternative display of the effect of clamps
is Fig. 4(C), where the diodes have been
considered as part of the toggle, rather
than as part of the load. The NR curve
has been reshaped by adding together the
diode current and the NR current at each
output voltage. Similarly, built-in load
resistors can be included in the toggle’s
NR curve by adding the resistor current to
the NR current at each voltage. (When

Fig. 6. Calculated and measured NR curves for a typical circuit

adding, it must be remembered that the
load resistances were plotted as negative
when they were loads, and must be re-
versed in sign when they are to be con-
sidered as part of the toggle.)

D-C TRIGGER THRESHOLD

In many cases it is advisable to trigger
a toggle by turning “off”” an “on” tran-
sistor rather than vice versa because the
trigger pulse is applied to an active (con-
ducting) element. That type of trigger-
ing will be covered in this paper. Trigger-
ing ‘“on” is a straightforward applica-
tion of the same techniques.

Refer to Fig. 5. Suppose the trigger
is to be applied to the base of T} (which
is conducting). Current in 77 must be
reduced till its collector rises to E,
the amount by which T, was cut off.
At this point T2 comes into conduction
and helps cut T3 off. The current in 7
at the verge of regeneration is Bii=
(Ei—E/R) —15. The base current i,=
(Ei/Ri+Re) —i;—1s.  Solving for 4, (min-
imum), 1= (El/ R1+Rz> —ig+ (’lzs/ Bl) -
(E1— E,/B1R:) which is seen to be I./8:.

Therefore, the minimum trigger cur-
rent is just 1/8: times the height of the
NR curve above the axis. If B, > I,
there will be only one point of intersection
(point F) and the toggle will flip to that
state and stay there when the trigger is
removed.

The effect of triggering can be shown by
reshaping the NR curve to take into
account the reduced base current. Fig.
5(B) shows an NR curve with several
different triggering levels.

PuLseE TRIGGER THRESHOLD

Because of capacitive loading and finite
current rise times in transistors, one can
expect a higher trigger threshold when
triggering a toggle with short pulses.
This threshold is difficult to specify in
general, but for any particular case,
graphical methods will produce a good
answer.

The same statements apply to switch-
ing time and waveform for different trig-
gering levels. The numerical example to
follow will illustrate all the aforemen-
tioned techniques and also demonstrate
the method for solution of the waveform
and threshold problems.

2
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19
NO TRIGGER 9
ol {\e
10004 fd. LOAD
7 ON EACH COLLECTOR
I Lo
ma
lc . INADEQUATELY ,si
"$5 TRIGEERED X
S .
El ) NO
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Fig. 7. Threshold trigger current versus trigger time, with and

Fig. 5. NR curves showing the effect of trigger current
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[—On the NR curves, Fig. 1(B), D is a
point of unstable equilibrium, as the load
line (in this case the horizontal axis)
crosses the NR curve in a region of nega-
tive slope. If the circuit is brought near
point D by an external force and then
released, it will regenerate to point 4 or
point F, depending on which side of D it
was on when released. To inquire as to
what will happen if the starting point is ex-
actly D, one must consider ever-present
noise, and similar practical difficulties.
Toggles will not stay at point D for the
same reason that pencils will not balance
on their points. The important point is
that for successful triggering, the circuit
operating point must pass Ep by the
time the trigger has gone away. Other-
wise, the circuit will return to its starting
point.

Example

Fig. 6 shows a typical toggle circuit
and its measured and calculated NR
curves. The disagreement at low volt-
age, point B, is due to the erroneous

Fig. 9(A).

NR curve for adequate triggering

Fig. 8 (left). Toggle transient
and essential calculations 0

t (uSeconds)
4 6 8 10 12 14 16

MEASURED
== — CALCULATED

142230 MAmp

Fig. 9B (right). Collector
waveform for three values of fgxzﬁmeﬂ
trigger current 6! iy +300uAmp

assumption of constant 8 at low voltage
and the neglect of #,. The offset in the
negative resistance region is due to the
fact that the base-emitter drop of T%
must be added to the calculated straight
line CDE. This results in excellent agree-
ment with the measured curve. The
calculated threshold trigger current is:

I./B1 = 12.3/57 «a 215 microamperes

‘The measured threshold trigger current
is 220 microamperes. Note that the
“complete triggering” current is 300
microamperes. That is the trigger cur-
rent that reduces Ti’s base current to
zero.

The current available for the external
load at any voltage is the height of the
NR curve at that voltage. If the load
is largely capacitive, the available cur-
rent can be integrated to find the time
required to turn on T, Knowing Ty's
base current and 8, T3's collector current
can be integrated into its load capacity
until the collector voltage changes enough
to supply the threshold current to T4.
At this time the trigger can be removed
and the regeneration can continue. Be-
fore this time has elapsed, the toggle will
resume its former state if the trigger is
removed. To this threshold time must be
added the ‘“built-in”’ delays in the tran-
sistors. If tubes are used, these built-in
delays can be neglected.

Fig. 7 shows the trigger amplitude ver-
sus duration threshold for the typical
toggle. Curve 4 indicates the magni-
tude of the built-in delays in these par-
ticular transistors. Curve B shows the
similar curve with 1,000 uufd on each
collector. The difference at 4,=300 micro-
amperes is 1.1 microseconds. Note the
agreement between measured and cal-
culated low-speed threshold.

Three hundred microamperes repre-
sents complete triggering in this case,
since that is Ti’s base current. Above
300 microamperes, the trigger is removing

stored carriers from 74’s base, and this
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- with 1,000 micromicrofarads (uuf).

speeds up the transistors considerably.
(Refer now to Figure 8A). We will now
calculate the additional trigger duration
required when each collector is loaded
The
point of unstable equilibrium (Ejp) is
2.6 volts in this circuit, so that is the volt-
age that T3's collector must descend to
before the trigger is removed. The
sequence of events can best be shown
graphically, as in Fig. 8(A). At i=o,
the current in 77 is reduced, and the
collector voltage increases as the load
capacitor charges through R, (920 ohms).
This voltage asymptotically approaches
—5.5 volts in the case of complete trig-
gering. When the collector voltage of
T exceeds 1.6 volts (E), T2 begins to
conduct, and its current increases with
the same waveform that appeared on 73’s
collector, but with the obvious time dis-
placement. The collector current of
T, flows into a load consisting of Ry and
1,000 puf in parallel. Eventually the
collector voltage of T, will fall to E,
(—2.6 volts), and regeneration will take
over. At that instant, the trigger cur-
rent can be turned off and regeneration
will complete the change-of-state. Fig.
8(B) shows the essential steps in the
calculation of minimum trigger time for
the case of complete triggering. Note
that Ve in Fig. 8(B) represents the
change in T3's collector voltage from the
initial state of —5.5 volts. The change

Fig. 10. Alteration of NR curve due to

common emitter resistor
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required is 5.5—2.6=2.9 volts. Upon
substituting, it is seen that V, reaches
2.6 volts after a delay of 1.07 micro-
seconds, and this figure compares favor-
ably with the 1.1 microsecond found
experimentally and illustrated previously
in Fig. 7.

Another good check point is near the
point of marginal triggering. Notice
the NR- curve for adequate triggering in
Fig. 9(A). The current is of the form
(E;/Ry) (1—e=""%) between E=0 and
E=E, The voltage on the capacitor
is obviously a simple RC rise. From
E,; to Ej there is another RC rise, but
here R is negative, so the exponent is
positive. In a sense, the current “ap-
proaches” Ep/R, as t—~— . Above
Ejy, the rise is again a simple RC, ap-
proaching E;. For triggering levels just

over the margin, the waveform on Ti’s

collector should resemble the three ex-
ponentials. Fig. 9(B) shows the actual
and predicted waveforms for two values
of triggering current just over the mini-
mum and for complete triggering.

Tuae ErrecTt OF A ComMON EMITTER OR
CATHODE RESISTOR

A common emitter resistor affords
another path of regeneration and can
therefore be expected to alter the shape
of the NR curve. Fig. 10 illustrates
this effect. The voltage drop across
Ry, the common emitter resistor, has
been added to the active circuit voltage
and the NR curve of the composite cir-
cuit is shown dashed. It is assumed that

the emitter return voltage is changed
along with R, in such a fashion as to
keep the emitter current the same as
before at points A and F.

When Rz=—Ry, the composite NR
curve becomes vertical in the regenera-
tive region. For larger Ry the slope
reverses in this region.. It may seem sur-
prising to have three consecutive inter-
sections of the NR curve and the hori-
zontal axis in which the NR curve has
positive slope, and the casual observer
may be led to believe that there are three
points of stable equilibrium. Intersec-
tions with positive slope, however, are
points of stable equilibrium only in sys-
tems that are open-circuit bistable, and
in cases where IRE|>’RN[, it is both
open-circuit and short-circuit bistable.

One was able to explore the NR curve
experimentally when R, was small be-
cause the constant-voltage source con-
stituted a vertical load line. ' That is,
there was only one intersection of the
(vertical) load line and the NR curve.
But for large Ry, the current is no longer a
single-valved function of voltage and the
circuit is both open-circuit and short-
circuit bistable. When Ry is bypassed
with a capacitor, the behavior becomes
more complicated. For short input pulses,
Ry can be ignored, but for d-c loading, it
must be taken into account.

SpectAL CONSIDERATIONS WHEN USING
TUBES

For tube circuits, the NR curve is not
so easy to find analytically. The ex-

perimental method in the beginning of
this paper can be used, although it is
slow. The power supply can be replaced
by a transformer, though, and the NR
curve traced at a 60-cycle per second rate
on an oscilloscope. Connect the plate
voltage to the horizontal ainplifier and
insert a metering resistor to derive a
current signal for the vertical amplifier.
Then, the effects of variations in tubes,
resistors, or voltages can be seen immedi-
ately. Since tubes go into or out of con-
duction more gradually then transistors,
the corners of the NR curve will be
rounded. This could be an advantage
in analysis because the NR curve may
be well represented by the simple cubic
I=K\(E-Ep)+K(E-Ep),3 where E; is
again the point of unstable equilibrium.

Conclusions

The usefulness of NR curves in toggle
analysis has been demonstrated, and a
method has been given for the derivation
of such curves from the circuit parameters.
The next step, apparently, is to turn
things around and use the NR curves as
the intermediate step in toggle synthesis.
Given the requirements, output voltage
and tolerance, load driving requirements,
etc., it should be possible to draw an NR
curve that fits the requirements, and
then to derive the component values and
tolerances directly from the NR curve.
Whether this can be done in practice
remains to be seen. '

Direct Access Photomemory

Part I.

Prototype Machine System

F. A. LITZ

NONMEMBER AIEE

N RECENT years, the International

Business Machines Corporation (IBM)
research laboratory at San Jose, Cali-
fornmia, has sustained a group effort di-
rected toward the investigation of a very-
large capacity direct-access digital storage
system using a unique self-developing
photographic medium.

A feasibility model, designed around
this film medium, with a 10° alpha-
numeric character capacity, has been
completed. It was under taken purely
as a research project to explore the

50

capabilities of this medium, and there
are no present plans to produce it. This
machine, the Direct Access Photo-
memory, was used as a carrier to de-
termine the problems associated with
the radically different photo file as
opposed to the more familiar magnetic
systems. Early in the machine’s de-
velopment, design parameters were
established with the primary purpose
of forcing advanced technological de-
velopment in all phases of the work.
These were as follows:

Capacity: 10° alpha-numeric characters,
consisting of 107 100-character
records

Storage density: 1,000 bits per lineal inch,
equivalent track spacing of 0.006

inch
Access time: one second maximum
Input: 100-ke bit rate, asynchronous

Output: 100-kc bit rate, asynchronous

Direct Access Photomemory

A description of the Direct Access
Photomemory will reveal little resem-
blance in basic components to magnetic
storage systems. Light sources, lenses,
and a transparent film replace the more
familiar magnetic head and oxide coated
tape, disk, or drum surfaces. One of
the major differences encountered from
the point of view of system is the char-

F. A. L1tz is with International Business Machines
Research Laboratory, San Jose, Calif.

Litz—Direct Access Photometry. Part I



DAP_FILM STRIP CONFIGURATION
20 FIELDS at .4

50 RECORDS
’ ot 012

8.375 d

START BAR 350, BITS (TOP & BOTTOM)
N

Fig. 1. Film strip organization

acteristic nonerasability of the film used.
This makes the photo file a ledger book
where updating of records is accom-
plished by subsequent recording of
revised data, thereby providing an
inherent audit trail.

The machine configuration will be
discussed in five parts: 1. the film
medium; 2. film-strip  organization;
3. file organization, film strip selection,
and transport mechanisms; 4. input
shutters and recording optical system;
and 5. the output scanning system.

FiLm MEDIUM

An ideal photo file film would have
the following specifications: it should
be dry developing and erasable; speed
of recording -and erasing on the order of
microseconds; spectral sensitivity out-
side the range of the visible spectrum to
avoid inadvertent exposure; exposed
area absorption characteristics peaking
in the visible to permit readout with
available light sources and photo de-
tectors; excellent stability; good me-
chanical strength and hard surface coat-
ing; and high resolution.

The film medium adopted, referred to
in this discussion as Chalkley Film,

after the inventor Dr. E. Chalkley,’

fundamentally incorporates all of these
requirements to a greater or lesser
degree with the exception of erasability
and microsecond response. Chalkley
Film consists of an organic dye, chemi-
cally classified as a pararosaniline leu-
conitrile, coated in a gel solution on a

10 POSITION (CELL SELECTION]
FILM PICK-UP CARRIAGE.

50 POSITION {RECORD SELECTION]
MULLENBACH SHUTTER MATRIX

TRage Yo oraweR seLEcnoN)
UV LIGHT SOURCE, AR

BCCESS CONTROL PANEL,
ouTRuT. =
Weur

FILK PICK-UP CONTROL
50 POSITION (STRIP SELECTION]
FIXED SIRRORS

STORAGE DATA.

100 CHARACTERS 7 LINE
\ 'READ-WRITE CARRIAGE. 50 LINES / FIELD

< RN 20 FIELDS / STRIP

100000 CHARACTERS / STRIP
20 POSITION.
\m(m SELECTION) % sTans. :’:‘Z‘"
FIXED MIRROR L caont Bt 1086

WRITING LENS (251 RED)' preotoih 20 ORAWERS +10° CHARRCTERS

Fig. 2. Schematic of the feasibility model
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clear cellulose acetate or Mylar substrate.
Unactivated, the compound is trans-
parent and insensitive to visible light.
When exposed to ultraviolet radiation
between 2,400 and 3,200 angstrom units,
the dye turns purple with an absorption
peak at 5,750 ganstroms. Thus, the
film is exposed with ultraviolet radiation

‘and data thus recorded may be scanned

out with a visible light beam. Being an
organic dye, film resolution is molecular
and system resolution is limited by the
optical system, coating imperfections,
dirt and scratches.

FiLm STRIP ORGANIZATION

Film strip size, thickness, data organi-
zation, and density were fundamentally
determined by a combination of system,
mechanical; and optical considerations.
These are basically: ease of addressing,
registration tolerances, positioning ac-
curacy, recording and reading optical
components, mechanical strength re-
quired for high-speed film transport,
and anticipated dust and dirt oblitera-
tion.

As shown in Fig. 1 each strip is ap-
proximately 8 by 3/; by 0.005 inches
and contains 1,000 100-character records
arranged in 20 columns of 50 records
each. One or more columns normally
would be considered a unit or ledger
record. A 7-bit nonreturn-to-zero
(NRZ) code was adopted. Bit size was
established at 0.001 inch wide by 0.003
inch high with 350 bits recorded above
and 350 below the 100-character record
centerline. A 3-digit number, 000 to
999, defines each of the 1,000 address
locations on the strip.

FiLe ORrGaNIzZATION, FILM STRIP, AND
TRANSPORT MECHANISMS

Numerous file organizations were con-
sidered in an effort to provide maximum
flexibility from a systems viewpoint,
one that would be simple to fabricate
and that imposed the least severe me-
chanical drive- and strip-transport mecha-
nism specifications. The feasibility model
file is essentially a rectangular tub file.
It is capable of storing 10,000 strips
containing a total of one billion char-
acters. There are 20 rectangular draw-
ers which can be positioned under the
access mechanism.  Each drawer holds
10 removable cell modules of 50 filmstrips
each. The strips are 0.020 inch on cen-
ters and a loaded cell weighs 4 ounces.
The file bin dimensions are approximately
30 inches long by 12 inches wide by 10
inches deep.

As shown in Fig. 2, the strips are
located parallel to the drawer axis. A

/5' FROM THE OPTICAL AXIS

1. UV. LIGHT SOURCE
2. SHUTTER
3. INPUT MATRIX
4. FIXED MIRROR
. 5. RETROFOCUS LENS
6. FILM
7. SCANNING CRT
8. FIXED MIRROR
9. FIXED MIRROR
10. "READING" LENS
I1. PIVOTED MIRROR
12. PHOTO MULTIPLIER

Fig. 3. Optical arrangement

pickup mechanism moves on fixed ways
perpendicular to the drawer axis. To
select a strip, the appropriate drawer is
positioned with that cell under the pickup
mechanism way, and the pickup mech-
anism is simultaneously positioned over
the drawer and the appropriate strip
through a coarse-fine mechanism. The
strip is physically removed from the
cell and transported to the optical
station where it is inserted in a carriage
that in turn positions the strip to the
one of a thousand possible record po-
sitions relative to the optical axis.
After recording and/or reading opera-
tions are completed on a particular strip,
the strip is returned to its original cell
position.

The basis for the loosely held removable
cell module lies in the elimination of the
necessity fer holding rigid precision
fabrication tolerances over the entire
file structure. Accuracy in strip selec-
tion is obtained by caging or detenting
the loosely held cell module to the pickup
carriage. '

A second advantage of the removable
cell module is the systems flexibility it
provides by permitting cells to be in-
terchanged between files or easily stored
outside of the machine for historical
purposes. o

RAYS ORIGINATING AT AN OBJECT POINT

IMAGE SURFACE

OBJECT PLANE
To IMAGE POINT CORRESPOND-

ING TO INDICATED
OBJECT POINT

Fig. 4. Ray trace for f/s retrofocus lens
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Fig. 5. Ultraviolet system recording speed

All drive mechanisms employed were
open-loop, nonreset electrohydraulic de-
vices capable of responding to direct
binary control signals and positioning
relatively large loads to discrete posi-
tions with a high degree of accuracy and
speed.

Drive positioning accuracy require-
ments were as follows:

Optical station carriage

Fifty-position line selection+0.001 inch
Twenty-position column selection==0.005

inch

File

Drawer: 10-position cell selection
=+0.005 inch

Pickup mechanism: 20-position drawer
selection=3=0.005 inch

Pickup mechanism: 50-position
selection=0.003 inch

strip

INPUT SHUTTERS AND THE RECORDING
OPTICAL SYSTEM

Data recording comprises photograph-
ing an electromechanical shutter matrix
representation of the input data. In-
put data received in character groups,
parallel by bit, serially by character, is
buffered by the bit-shutter matrix com-

Fig. 6.

Input shutter array
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posed of 700
shutter elements.

Design considerations relative to the
optical layout shown in Fig. 3 are to some
degree dictated by the geometry of the
light source and the input shutter matrix.

The ultraviolet recording optics con-
sist of a 2,000-watt high-pressure mer-
cury-arc light source delivering approxi-
mately 200 watts in the region of 2,400
to 3,200 angstroms over its 12-inch
length, and a 25 to l-minification retro-
focus lens system.

The recording lens, having no refractive
elements, is free of chromatic aberration
in the specified range and has a speed of
f/2. Chromatic range specified was
2,400 to 3,200 angstroms and the lens
provides a reduction of 25 to 1 of the
approximately 10 by 0.5-inch shutter
matrix object. Lens resolution was bet-
ter than 100 lines per millimeter. Depth
of focus for this system was established
at =+0.0005 inch. Fig. 4 shows the
ultraviolet lens-ray trace path. Fig. 5
shows the system exposure time as a
function of optical density of the Chalk-
ley Film.

The bit-shutter matrix consists of an
array of miniature shutters, each 0.025
inch wide by 0.075 inch high, conform-
ing to the specified 100-character record
configuration. Each bit shutter is ac-
tuated by an electrostrictive driving
element produced by the Mullenbach
Company. In addition to providing
the necessary force to actuate a bhit
shutter when charged with a data volt-
age pulse, the element provides a short
time buffer to permit serial-to-parallel
conversion of the input data and an
asynchronous recording operation.

In the circuitry, the electrostrictive
driving elements appear as approxi-
mately 0.03 microfarad capacitors requir-
ing a voltage pulse on the order of several
hundred volts for a desired 0.075 inch
deflection. Fig. 6 shows a partial as-
sembly of the input shutter array.
Controlled film exposure is obtained by
opening a main shutter between the
ultraviolet light source and the bit
shutter matrix for a preset exposure
period.

individually actuated

OUTPUT SCANNING SYSTEM

Recovery of digital data 1is ac-
complished by scanning a 100-character
record line with a visible-light spot
provided by a flying-scanner cathode-
ray tube. The record-modulated light
is then detected by a multiplier photo-
tube, the video shaped, decoded, and
transmitted to the output system.

Although mechanical scanning was

>
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Fig. 7. Spectral characteristics of read-out
componerits

1. Spectral sensitivity of S-11 photocathode

2. Spectral emission of P-24 phosphor

3. Absorption of hydroxy ethylated para-
rosanaline

considered feasible, the flying-spot scan-
ner is considered more desirable for
two reasons. First, it is asynchronous
and, second, there is no dead time
between the notifying pulse and in-
formation output, such as exists in a
drum storage system.

The scanning system employed, in
conjunction with a data-synchronized
clock, eliminates the requirement for
extremely accurate positioning and regis-
tration that would normally be needed
with a synchronous clock system. The
latter system used with a recording
density of 1,000 bits per lineal inch would
require a combined film registration and
positioninig tolerance of =+0.00025 inch
as opposed to the =0.010 inch proved
adequate for the Direct Access Photo-
memory system employing a data-syn-
chronized clock system.

The spectral characteristics of Direct
Access Photomemory readout compo-
nents are shown in Fig. 7. An optimum
design requires that the scanning light-
source spectral distribution be matched
to the absorption characteristics of the
exposed film and the spectral sensitivity
of the multiplier phototube. This match
is imperative to optimize recording time
since, for a given signal-to-noise ratio,
a less dense exposure could be used for a
matchedrather than a mismatched system.

The scanning cathode-ray "tube used
was a Dumont KI1393P24 magnetic
deflection tube. The spot size is on the
order of 10 thousandths and appears as a
one thousandth spot at the image
plane after passing through a 10-to-1-min-

.ification lens system.

Signal-to-noise ratio was in excess of
5 to 1 for an optical density in excess of
0.65 for a ‘1010” pattern. Fig. 8
shows a typical phototube output. Aper-
ture distortion - is noted which results

Litz—Direct Access Photometry. Part I



CRT SCAN
FRINGE
LIGHT
BRIGHT
PORTION 1 BITS ON FILM
OF SPOT A
PHOTOTUBE
oUTPUT

Fig. 8. Typical phototube output

from the finite spot size and a gaussian
spot light distribution. It should also
be noted that the d-c signal level varies
with recording density in addition to
variations in the information pattern
when the spot size approaches the
size of a single bit.

Operating Characteristics

All basic functions required in the
Direct Access Photomemory file model,

input, output, and, film handling, have
been demonstrated with sufficient suc-
cess to establish fundamental feasibility
of a high-density random-access coded
photo file, disregarding the originally
specified access time. In all instances,
positioning-accuracy specifications were
met. The maximum cycle time to
select a film strip from the 10°-character
file, record a 100-character record, read
it back, and return the strip to its orig-
inal cell position, was established at
2.75 seconds with a minimum time of
about 1.6 seconds.

Remaining Problem Areas

Problems still to be resolved basically
revolve about the film storage medium.
Increased speed and stability are essen-
tial. Spectral characteristics of the ex-
posed film require substantial improve-
ment. The development of a suitable
reversible film medium would consid-

erably enhance this class of mem-
ory system. High-speed film handling
mechanisms also require additional de-
velopment.

Conclusions

The advantages gained by this machine
development are primarily reflected in
component-technology advances in the
areas of high-resolution photography,
self-developing high-resolution photo-
graphic recording media, high-speed pre-
cision positioning and film handling
mechanisms, and flying-spot scanner
systems.

Although there are no plans to in-
corporate the Direct Access Photo-
memory into a commercial business
system in the near future, development

“of photographically based systems will

play a big part in, and have a significant
impact on tomorrow’s new business ma-
chine technology.

Direct Access Photomemory

Part Il.  System Considerations

A. J. CRITCHLOW

_NONMEMBER AIEE

HE Direct Access Photomemory re-

sulted as a continuation of the
International Business Machines Corpo-
ration (IBM) research interest in random
access memories for data processing
which began with the Random Access
Memory Accounting -Computer (RA-
MAC).! It was realized that large-
capacity random access memories al-
lowed the use of entirely new methods
and techniques to drastically shorten
data processing while providing valuable
new services to the user. The model
described in the first part of this paper
was a research attempt into a new storage
medium having the necessary characteris-
tics.

Immediate access to stored information
allows “in-line” as opposed to ‘‘batch”
processing of business transactions, thus
eliminating sorting and collating opera-
tions, and provides contiruously up-
dated records. If a large capacity file
could hold all the records required by a
company and maintain complete detail
on several classifications, then the many
separate reporting operations now re-
quired might be eliminated.

A preliminary study disclosed several
business, industrial, and governmental
applications where one-billion-character
files could be used to handle the routine
daily operations. Examples of these are:
engineering change letter, parts require-
ments and status files in large aircraft
plants, state automobile-license bureau
records, policy status records (in large
insurance companies), traveler’s checks
control in banks, and manufacturing con-
trol operation sheets.

System Considerations

A suitable system employing the Direct
Access Photomemory must make opti-
mum use of the following characteristics.

1. One-billion-character storage.
2. One-second access time.

3. Static storage allowing asynchronous
and discontinuous input and output.

4. Nonerasable storage to which informa-
tion can be added at any time.

5. Storage medium automatically replace-
able under program control. Also, remov-
able film cartridges which may be filed for
historical reference.

Critchlow—Direct Access Photometry. Part IT

It is immediately apparent that there
are three areas of contrast with the usual
magnetic storage. These are: nonsyn-
chronous versus synchronous storage;
easily replaceable versus -erasable mem-
ory; ‘“‘wasteful” versus “‘thrifty” use of
memory due to the large capacity avail-
able. :

The design of any system using the
Direct Access Photomemory should make
optimum use of the particular character-
istics of the Direct Access Photomemory
which follows.

Nonsynchronous Versus
Synchronous Storage

Rotating magnetic drums or disks, or
high-speed ‘tape files frequently require
buffer storage to provide a speed match
to input and output devices. In some
larger machines, several hundred cores
are used for this purpose.

A photomemory is static rather than

. dynamic and can be slaved to accept or

present information at any desired rate
up to its limit. In many cases the need
for a buffer storage may be reduced or
even eliminated.

An example that may be considered is
input from punched cards directly into
the photomemory. Since the electro-
strictive elements have buffering proper-
ties and can be read into at any speed up

A. J. CritcHLOW is with International Business
Machines Research Laboratory, San Jose, Calif.
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to 100 kc per second, any machine that
operates at slower rates may feed infor-
mation directly into the -electrostrictive
elements without the need for an addi-
tional buffer. Normally, this is accom-
plished by using the clock cycle or timing
cycle of a synchronous device to control
the stepping of information into the photo
memory.

Another case in which this- static prop-
erty is valuable is in reading from the
photomemory into a magnetic processing
drum or magnetic tapes for entry of in-
formation into another computer which
may be at a remote point. Now, the
cathode-ray flying spot scanner may be
slaved to the clock cycle of the drum or
tape so that information is read from the
photomemory at the speed requ1red by
the synchronous device.

Easily Replaceable Versus

Erasable Memory

It is interesting to note that there is
little difference between erasable and “up
datable” memories if memory is infinite.
The need for selective alteration of mem-
ories was brought about primarily by the
use of magnetic storage systems of limited
capacity. The same result is obtained by
crossing out or otherwise identifying old
information and the cumulative adding
on of the new information as is done in
ledger bookkeeping. An advantage of
retaining the old information is the his-
torical record and audit trail it provides.
Of course, storage capacity is used at a
rapid rate, but this is unimportant if the
old information may be easily filed and
an up-dated record prepared quickly and
automatically.

There is an old rule of thumb in data
processing which says ‘809, of the volume
is accounted for by 209, of the items.”
This adage expresses the realization that
some accounts are much more active than
others and that a data-processing system
must take this fact into account. Sup-
pose that a careful study of the problem
to be mechanized has been made and some
such figure is established. (It is impor-

tant to note that a large data-processing .

system has a large ‘‘statistical inertia”
since it is based on a large population
which changes fsldwly‘.) How is it handled
on the Direct Access Photomemory?

If an indexed addressing system is used,

and this is usually the best way to address -

large files, the address assignments can
be completely arbitrary so that veryactive
files can be assigned more space than less
active files. Suppose monthly revision
of the files is required. Then, space is
assigned in blocks of standard size which
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are greater than the maximum activity
to be expected during this time period.
Sometimes, however, unexpected activity
will occur so that it is necessary to pro-
vide an “‘overflow” address to prevent
loss of information in case of activity ex-
ceeding the allotted space.

Several attempts have been made to
devise a way to compare erasable and
nonerasable storage; so far, no satis-
factory general formula has been found.

There are three areas to-be compared.

1. In those applications where historical
information and audit trails are important,
the nonerasable memory has advantages.

2. When transaction rates are high, the
number of different accounts small, and
only summary information is required, the

" erasable memories have definite advantages.

3. An intermediate application area where
large numbers of accounts are maintained
with fairly low activity per account, re-
quires detailed evaluation to determine
which is best. In this intermediate area,
it appears that to compete, a nonerasable
memory should have about ten times the
capacity of an erasable memory with the
same cost, access, and reliability character-
istics. Since the potential storage density
of photomemory may be of the order of 50
times as great as magnetic memory, a
strong competitive situation exists and
peripheral equipment may well be the
deciding factor.

“Wasteful” Versus ‘“Thrifty”’
Use of Memory

When memory becomes plentiful, many
processing operations become easier.
Computations once made are stored
rather than recomputed. Unit records
become larger to make available the
seldom used data required for exceptions.
Tables of rates, terms, and prices are used
to reduce computation. Programs are
written out in full rather than using
“loop”’ operations to save storage. Also,
it is possible to provide numerous cross
indexes to facilitate the preparation of
scheduled monthly reports.

The following example was chosen
because it is easy to understand and
illustrates the way in which a large capac-
ity memory may be used to save proc-
essing time or processing equipment
in a business data processing machine.

MORTGAGE LOAN ACCOUNTING
APPLICATION

General Description

Suppose a mortgage-loan accounting
system is considered for banks or savings
and loan associations. Skipping over the
details of entering information into the
file, which can be handled by the usual
punched card or keyboard input tech-

niques, the over-all system require-
ments can be considered.

A mortgage loan accounting system
requires a mortgage record for each
mortgage held. It would be very desir-
able to store in one place a record of all
payments made and a corresponding
record of curfent Dbalance, interest
charges, taxes and insurance paid, and
other information regarding the mortgage.

Assume that a mortgage loan account-
ing system must handle 30,000 mortgages
for an average of 20-years’ life, with
15 entries per year for each mortgage and
a line of 100 characters for each entry.
Then, each line will contain identification
and classification data, a constant pay-
ment amount, a monthly charge to es-
crow and its current balance, monthly
charge to interest, the current principal,
and any surplus payment amount.

Initially, the record for one mortgage
will contain one full line of information
and more than 300 empty lines, each
capable of holding 100 characters. As
payments are made, one line per payment
will be filled and the account up-dated.
After 10 years of operation the stored
information should amount to about
450 million characters or 459, of capacity.
This is wasteful use of memory indeed.
However, it has three advantages which
justify its use:

1. Active accounts can be processed di-
rectly against memory on a random access
basis, with all the information required to
process the account directly available.

2. Inquiries on account balances and pay-
ments are easily available on an inquiry
basis.

3. Periodic reports required by the Federal
Housing Authority or for tax purposes can
be filled from the data directly available on
an automatic basis.

In order to save processing time in
preparing routine reports, it is desirable
to prepare duplicate files by routine
posting of information during in-line
processing. For example, a report of
mortgages by district, dwelling type,
and occupation of mortgage holder can
be maintained simply by posting to a
selected ledger or subledger and allowing
ample space for additions during the
report period.

A detailed example of one part of the
mortgage loan procedure is described
next to indicate the solution to one of
the problems that arise in processing
against such a large file, in an order unlike
the internal sequence of the records.

Delingueht Mortgage Loan Procedure

1. Provide a separate section of the Direct
Access Photomemory file which contains a
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list of all mortgage numbers in due-date
sequence. All months of the year can be
handled with 31 possible due-dates so that
31 strips, one for each day, can be used.
(This is a storage capacity of 3.1 million
characters.) Each line on the due-date
strips will contain 10 mortgage numbers of
10 digits each.

2. Each day the strip index for a single
past-due date will be sequentially scanned
to obtain the internal Direct Access Photo-
memory address identifying the mortgage
balance record for each mortgage on the
strip.

3. When the record is found, its payment
status is checked. If it is unpaid,.the sur-
plus payment amount is checked to deter-
mine whether it covers the required pay-
ment. Ifnot,alisting of past-due mortgage
payments can be made and the past due
notices prepared on an associated type-
writer or printer.

Addressing a Billion-Charécter
Memory

Two general techniques are used for
addressing random access memories.

1. Address conversion by mathematical
calculation. This excellent technique is
well known and will not be discussed further
in this paper. A good description is given
by W. W. Petersos.?

2. Addressing by consulting a continuously
maintained index is particularly appropriate
for the Direct Access Photomemory and its
use is described next.

In alarge aircraft factory, for example,
there may be 500,000 separate parts
which have been assigned numbers over
a long period of time. Changes in
numbering systems, design changes, or
obsolescence may have reduced the
number of active part numbers to per-
haps 100,000. Each part number may
contain as many as 20 alphabetic and
numeric characters in -any sequence.
Since all permutations of 20 characters
represent a number far beyond the total
storage capacity of the file, if provisions
were made for all possible entries, a
means must be found to reduce the
external address to an internal address
which more accurately represents the
actual storage required for all the part
numbers.
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Taking advantage of the large ‘sta-
tistical inertia” inherent in a large file,
the full file information can be arranged
in some alpha-numeric order based on
the needs of the system. This ordered
file may then be arbitrarily divided into
groups ‘of equal size for indexing pur-
poses with some assurance that changes
in this grouping will not be required
often. Group size is controlled by the

natural divisions of the memory itself
in much the same way that dictionary
divisions are controlled by page size.

PRIMARY INDEXING

In the Direct Access Photomemory,
this first index gives the location on an
individual strip. Thus, a 20-digit alpha-
numeric plus a 4-digit strip number
would be needed for each of 10,000
strips, or a total primary index storage of
240,000 characters using three “‘primary
index’” storage strips. A simple auxiliary
storage would determine which primary
index storage would be selected. Actu-
ally, it might turn out to be desirable to
use ten strips, each partially full, for the
primary index if the first digit of the
external address was numeric and none
of the resulting ten groups exceeded the
capacity of the primary address strip.
Instead of the first digit of the external
address any other digit could be used to
provide this index.

Note that primary index requirements
depend only on external address length
and the number of storage divisions used.
The number of accounts to be stored
does not enter. Storage designation
may be completely arbitrary if desired.

SECONDARY INDEXING

Secondary indexing would be provided
at the top of each strip for the follow-
ing reasons.

1. Reduction of access requirements, since
the index and the required information are
on the same strip.

2. Ease of maintenance of index. Within
the smaller divisions of the index changes
would be expected more often than within
the large divisions. When a strip is to be
rewritten its index may also be modified as
required.

Maintenance of the index is greatly
simplified by taking advantage of the
high-speed scanning abilities of the
cathode-ray tube scanner. This scan-
ning speed allows the whole index to be
scanned by cathode-ray tube beam de-
flection to search for an item so that
index information may be added serially
in chronological order rather than by
interfiling of new information. When
new accounts or part numbers are.to be
added to the file, the index term may- be
added at the end of the index list on the
strip. - This scanning of the index is
especially simple for files which have
less than 100,000 accounts since there
are then only ten index terms per strip.
In these cases, it is desirable to associate
other information, such as overflow
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machines,

indication, with the index terms.

An external-internal addressing system
of this kind is capable of handling ex-
ternal addresses which consist of names,
descriptive words, or codes of wvarious
kinds, thus eliminating many processing
steps now carried out by humans. Such
an index requires large amounts of
storage, however, and may mnot be
feasible for small memories.

Conclusions

The Direct Access Photomemory pro-
gram was a research effort in the direction
of building memories which are large
enough and cheap enough so that all of a
business’ information could be made
available very rapidly on a random access
basis. If this concept is realistic, as
IBM thinks it is, major changes can be
expected in data processing and much
more complete integration of information.

Perhaps it should be re-emphasized
that the Direct Access Photomemory has
been devised in research to prove the
feasibility of certain ideas. No at-
tempt has been made to make a machine
suitable for production, and there are
no current plans to produce this machine.

However, the results of this program
indicate that serious consideration must
be given to the systems problems that
appear if the cost of the “master file”
memory of the large data-processing sys-
tems of the future is eventually to become
negligible. Some of these questions
have been touched upon, and indications
of the probable answers have been given.
Much work remains to be done to provide
definite answers to the way in which
and procedures, should be
organized to take full advantage of the
potential available.
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Discussion

Chairman Brown: The first question for
Mr. Schwab is from H. G. Cragon, Aro,
Inc.: “How many analog inputs to the
digitizer and what are the voltage levels
required?”’

Helmut Schwab: The system has a cer-
tain flexibility. The fundamental com-
mutator block has 20 inputs. The next
larger block has 100 analog inputs. You
can stack together as many such blocks as
you wish up to 1,000 inputs and additional
groups of 1,000 through intermediate cir-
cuitry. The analog voltage required is be-
tween =+£3V full scale. The one that is re-
quired is between zero and three volumes.
This requires for certain tests, amplifiers
between the transducers and our system.
That is what you have seen in the block
diagrams.

Chairman Brown: R. F. Johnson,
Northrup Aircraft asks, “Did you say that
MicroSADIC can write a standard format
IBM 704 input tape which can be used on
off-line equipment?”’

Helmut Schwab. If you mean by off-line,
such peripheral equipment as an IBM
card-punch, then the answer would be
‘““yes.” There are formats which go directly
to the IBM 704 that cannot be used in
peripheral equipment because they have
~ very long blocks which give a very high
average sampling rate. However, there are
other formats which go to the IBM 704 as
well as to the peripheral equipment, and
finally, there is a group of formats which
are specifically made for peripheral equip-
ment.

Chairman Brown: R. L. Richman, Navy
Electronics Laboratory asks, ‘“How do you
provide for a format for use with a Datatron
2057?”

Helmut Schwab. This problem is at
present under study in our laboratory. It
is possible to analyze the format and com-

pose the different format components in the

MicroSADIC in the right way for the 205.
However, at this time I would not like to
commit myself on this problem. In a
matter of days I should be able to give you
a firm answer concerning this question.
Indications at this time are that it is en-
tirely possible. At least, I think all Milli-
SADIC formats are accepted by the 205.

Chairman Brown: The first question for
Mr. Stockebrand is from C. L. Baker,
Rand Corporation: ‘“How is the tape head
held in contact with the tape? On what
unit is the constant density timing track
written?”

T. C. Stockebrand: It is not in contact
with the tape. As the tape passes over the
guide, there is a little section by the head in
which the tape is flat.  You-move the head
until it just barely touches the tape.
In fact, you can see through it under most
conditions of operation. We have to be
careful not to wrap the tape around the
head, because there would be finite varia-
tions in tape tension which would, in some
cases, jam the tape into very close contact
with the head and normal little air cushions
would be removed.
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In other cases, when the machine is
coasting, it would cause a large gap. So,
we use no head wrap and in fact, the tape
is not in contact with the head most of
the time.

Chairman Brown: The second part of the
question is: ““On what unit is the constant
density timing tract written?”

T. C. Stockebrand: We have an attach-
ment which we clamp on the machine,
which has a hysteresis synchronous motor
to drive tape through the machine at a uni-
form rate. Then we write the track by using
an oscillator, or we could write the track on
another machine, say, the central bit. If
we had an interchangeability problem, we
could write the central several tracks on
another machine, then put the tape on this
machine and operate at any controlled speed
and transfer the information from the ar-
bitrarily written tracks to the timing tracks.
In this way we should be able to compensate
for any skew in the driver. At the present
time we are not sure which scheme we will
have to use.

Chairman Brown:
from the floor.

The question is as follows: ‘““Can you
record at 400 inches per second and read
it at 100 inches per second?”’

We have a question

T. C. Stockebrand: The usable range of
speed of any machine ‘is determined; the
upper limit is determined by a computer’s
external devices, and the lower limit is
determined by the signal. The upper
limit can be at any speed at which the
device to which this is associated is able
to take care of it. So, yes, you can write
at 400 and you can read back at any speed
which you would like to set. In our case,
the computer can select either of two speeds,
near the high and near the low of the
operating extremes and can oscillate
back and forth between those speeds, so
the average speed is whatever the computer
would desire.

Chairman Brown: There is another ques-
tion from the floor: “What is the maximum
recording density?”’

T. C. Stockbrand: The recording density
is 200-information bits per inch, and this is
fixed by the constant density timing track
which is written at 400 zero crossings per
inch, and it does not vary.

Chairman Brown: A. M. Nelson, Mag-
navox Corporation asks, “What is the in-
duced signal on the clock channel due to
writing on an adjacent track?”’

T. C. Stockebrand: Perhaps Mr. Best
is better qualified to answer that.

R. L. Best: We obviously cannot have a
crosstalk signal comparable to the signal
being picked up on the tape. So, the head
is specially constructed with a heavy shield-
ing between the timing channel and the
other channels. We have the timing chan-
nels as the two outside channels. They are
separated from the inner body of the head
by heavy laminated shielding.

Chairman Brown: E. Goldstein, Bell
Telephone Laboratories asks, “How do you
prevent crosstalk from write currents from

interfering with the reading of the perma-
nently recorded clock tract?”’

T. C. Stockebrand: I believe the answer
to that question has already been discussed.

Chairman Brown: Mr. D. K. Sampson,
Remington-Rand Univac asks, “What is the
role of the hysteresis clutch on the block
diagram?”’

T. C. Stockebrand: If you mean the little
star-shaped affair at the end of the motor,
when you stop, you have to know which reel
is the trailing reel so you can apply power to
that one. So, we have a little cup which is
dragged by a star-shaped magnet between
two stops. When the tape is moving in
one direction it is at one stop, and when
it is moving in the other direction it is
at the other stop. We use this as an
emergency switch to tell us in which
direction the tape is going for stopping
purposes, and also for logic purposes in
the electronics.

We chose this design because it will
work even when the tape just barely creeps
through the machine as it might in some
stand-by conditions. In a normal speed
sensor there is always some band of very
slow speeds in which it will not function.

Chairman Brown: Mr. Nothman, Gil-
fillan Brothers asks, ‘How do you generate
the variable delay for the clock pulses?”’

T. C. Stockebrand: We have not figured
that problem out as yet, either, but we have
some plans. We can very simply generate
an analog voltage that is proportional to the
average rate of the timing pulses. This
will give us an analog voltage which is
proportional with the tape speed. We can
then, in turn, use this varying voltage to
give us the variable delay.

Chairman Brown: Mr. Houde, National
Cash Register Company asks Mr. Litz,
‘“What is the energy in watt seconds to
write 1 by 3 mil bit to a density of 0.65?”

F. A. Litz: Approximately 1 20-milliwatt
second.

Chairman Brown: Mr. R. A. Kudlich,
Bell Telephone Laboratories asks, “Have
yvou made any estimates as to the cost of a
Direct Access Photomemory system?”’

A J. Critchlow: I am afraid I cannot give
out that information.

Chairman Brown: Mr. R. A. Kirsch,
National Bureau of Standards asks, ‘“Please
reconcile your 100-kc writing rate with the
500-millisecond exposure time that you
quoted.”

A. J. Critchlow: The 100-kc writing rate
is the rate at which information can be ac-
cepted from an external source. That is the
rate at which the electrostrictive elements
will set up using the circuitry developed.
Of course, you cannot receive information
continuously at that rate.

Chairman Brown: Mr. C. H. Richards,
Convair-Astronautics asks, “How do you
tell when a strip is. full and how long does it
take to change a strip?” N

F. A. Litz: When the strip is inserted into
the read-write station, it should be scanned
to determine the number of records so far

Discussion—Special Devices for Computers



recorded. This count would then be en-
tered into the positioning mechanism
counter. If the strip is full, it would have
to be returned to a historical file cell and a
new strip put into position. With the pres-
ent system this would take probably one and
a half seconds.

Chairman Brown: Mr. J. Cornell,
National Cash Register Company asks,
“How do you cope with the phototube
waveform? What means of shaping it is
employed?”’

F. A. Litz: Basically, we were clamping

the output and employed a data-synchro-’

nized pulse system; so we effectively
clamped the output, clipped it and
data synchronized the clock using two
oscillators controlled by the falling edge of a
bit. The clock would be resynchronized
so that it would account for such things as
jitter in the waveform.

Chairman Brown: Mr. McAllister, Doug-
las Aircraft asks, “Are all of the 20 drawers
removable and may they be replaced?
What is the estimate of commercial avail-
ability?”’

A. J. Critchlow: The drawers were de-
signed to be easily replaced; one drawer or
any number of drawers. In addition, each
cell is individually replaceable. Here is a
cell, one cell with 50 strips in it; this has
a capacity of 5 million characters. This can
be filed in a filing cabinet very easily.

F. A. Litz: We might say just a little
more about the cell. It fits in a file drawer
having 20-cell slots, so it is very easily
removable.

A. J. Critchlow: As regards availability,
as we have mentioned, this is a research
effort and I do not think I have any more
to say on the subject.

Chairman Brown: Mr. W. Myers, East-
man Kodak Company asks, “What rate will
the shutter elements accept data if the elec-
tronics were changed? What is your think-
ing on multiple access to the file?”’

F. A. Litz: Fundamentally, the shutter

elements are electrostrictive devices that
work as capacitors in the circuit. If you
are willing to supply the circuitry that
will provide the charging current, you can
charge elements with about 5-microsecond
pulses and the element itself will not move
for something on the order of 10 milli-
seconds. Then it will retain its charge
for some period determined by its normal
leakage impedance. Concerning the mul-
tiple access for this, we chose the moving
drawer file, so that several access ways could
be placed over the file. Then it would be
simply a matter of keeping track of which
drawers were over which access. This is
strictly a control problem.

Chairman Brown: Mr. C. O. Carlson,
National Cash Register Company asks,
“How was spot size defined and how meas-
ured? What was the primary limitation for
the quoted signal to noise ratio? Compare
cost of shutter buffering versus core buffer-
ing.”

F. A. Litz: The spot size fundamentally
was defined to include the fringe light and
was basically measured by a photographic

technique looking at the waveform itself
for a 1010 pattern. The primary limita-
tions to the signal to noise ratio is the
amount of light that is available and the
relative density of the exposed film.

For the second part of your question,
I would say this: I think you have two
different types of systems here. At the
present time prototype basis shutter buf-
fering is probably not cheap, compared to
core buffering, by probably a factor of
maybe two, three, or something on this
order. However, the shutter ' actuator
would provide several things. In addition
to being a buffer, it is a mechanical trans-
ducer which provides the force necessary to
pull the shutter open. So, if you had a core
buffer receiving the information, then you
would have to have shutter drivers which
would be the small solenoids or some
other type of electromechanical transducer.

Chairman Brown: Mr. I. L. Wieselman,
Telemeter Magnetics, Inc. asks, “It takes
500 milliseconds for photography of 100
characters. Is this correct?”’

F. A. Litz: Well, this is with the present
system. Actually, we know ways of im-
proving this recording time. One of them
would be a better spectral match between
the exposed film and the scanning light spot.
Here we can gain a factor or two. We al-
ready have light sources available to us
which have more energy and useful color
spectrum than the recording light source
we used. One 2,000 watt source has about
200 watts of usable energy, in the 2,300 to
3,200 angstrom range. This light source
has 509, more usable energy than the one
used. Recording time could also be de-
creased through development of a more
sensitive film, which is certainly in order.

Chairman Brown: I. L. Wieselman also
asks, “If you do not buffer output, do you
get into trouble trying to read information
from film; how do you recognize the bits?”

A. J. Critchlow: I do not believe we got
across the idea of the self-clock system.
This was developed for the Ramac and is
described in the Ramac operation manual.
Essentially, this technique develops a
clock track from the information which is
being read. The information may be read
at any speed, slow or fast, and develops a
clock track or a clock signal which is con-
tinually changed. This is done by starting
and stopping an oscillator for each bit read.
Every time a bit is read, you start an os-
cillator. This oscillator then provides a
clock signal until another bit is read. Then
you start another oscillator. You always
have one oscillator that is in synchronization
with the speed of the reading. If you
change the reading rate it is only necessary
that the oscillator information speed be
changed. )

We worked out means for controlling the
oscillators used to control the sweep rate of
the cathode ray tube. Weare able to takea
clock track or clock signal from outside
sources and use it to generate a clock which
is synchronous with ‘the clock developed
from the reading of the bits.

Chairman Brown: J. E. Morse, Eastman
Kodak Company: “In reading the signal
waveform shown, what is taken as signal
in computing the signal ratio of 5 to 1?”
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“dated Electro Dynamics asks,

F. A.Litz: Fundamentally, peak-to-peak,
voltage that was referenced to the rela-
tive optical density and a 1010 pattern. In
other words, I indicated that you have a
variation in the peak-to-peak voltage as a
result of variations in information patterns,
which is what happens when the spot
size approaches the size of a bit, which
was the case.

Some people might wonder why we
did not reduce the spot size still further
optically, and the answer to this question is:
As you reduce the size of the spot optically,
you lose light and in general do not gain
anything by reducing the spot size beyond a
certain point.

Chairman Brown: J. E. Morse also asks,
“Can old data be marked to indicate its
obsolescence to the scanner?”

A. J. Critchlow: This can be done be-
cause the self-developing film is always
sensitive so you can always add information
to it. The thought here was that we would
provide both an overflow indication and old
data indication along the edge of the strip.
There is one square that is not vacant unless
the information is new, and it is marked.
This indicates the information was old.
You can go further and classify the old
data by data period, if you wish.

Chairman Brown: J. H. Jacobs, Consoli-
“Is the
Chalkley film stable to sunlight?”’

F. A. Litz: This is one of the problems,
of course. The film would fog in sunlight
because it is sensitive to ultraviolet light.
However, the plastic material of which the
cell is made filters out the ultraviolet in
sunlight. In general, a plastic covering
over the file would eliminate exposure from
ambient light.

Chairman Brown: J. Heid, General Elec-
tric Company asks, ‘“What precautions are
taken to eliminate errors arising from dust?”

F. A. Litz: Actually, dust and dirt are
a problem, and this is part of the design
basis for the bit size that was used. We
actually were able to record bits as high as
10,000 bits per inch. The film resolution
itself is molecular and our reading and
writing system optics carries a resolution of
more than 100 lines per millimeter. Al-
though recording very dense records, we
were not at out limit at 1,000 bits per inch.
This was selected because of anticipated dust
and dirt infiltration. At this deunsity,
we did not have any particular trouble
from dirt. We were operating with an
open file and with the most sloppy environ-
mental conditions possible.

Chairman Brown: J. M. Bennett, Uni-
versity of Sydney asks, “How is the re-
corded information fixed? Is this done
line by line?”

F. A. Litz: We have answered that ques-
tion.

Chairman Brown: P. Dreyfuss, Bull
Company, asks, ‘“‘How long would it take to
load or reload the complete file?”’

F. A. Litz: It depends upon what you
mean by loading and reloading. Actually,
loading the file normally would consist of
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placing the first record in a ledger record
on every strip for which you have ledger
addresses. This results in quite a large
number, and it depends upon how you count
them.

I suppose in loading the file you are talk-
ing in terms of several hundred hours. If
you want to scan out a billion-character
file and you had all the records filmed
and scanned out every record,. not just
the last record in a line, this would take
about 50 hours.

Chairman Brown: H. V. Flesch, I. T. T.
Laboratories asks, “Is the processing rate,
or rather, the processing capacity limited to
the number of 11/;-second periods in the day
in which there are 50,000 times the number
of records per strip, if the strip retrieval time

is the major portion of the one and a half

seconds?”’

A. J. Critchlow: Actually, strip- retrieval
time and writing time are about equal.
It is according to how you load the film.
The time estimate that we used for loading
is based on the strip access. The point we
did not mention is that, having once gained

58

the strip from the file and put it in a re-
write station, the strip could be indexed in
about 20-milliseconds per line.

In fact, if you went through these strips
sequentially, I think the time would be
somewhat less than the time mentioned.

Chairman Brown: H. V. Flesch also
asks, ‘“You had the example of 30,000 ac-
counts. When would the billion bits be

‘filled and what are the over-all process

capabilities and the limitations on trans-
actions per day.”

A. J. Critchlow: It would take a second
and a half minimum per access multiplied by
the number of transactions you would
normally process in a day, assuming that
the logical transactions take no time.
You could perhaps handle many more
transactions in either of two ways; by
greater multiple access, or by having one
strip always ready for processing. In
that way you can completely hide the effect
of the strip access time by having two or
three accesses feeding the same rewrite
station. You are limited to the writing time
of the strip itself, which is about 500 milli-

seconds, so under optimum conditions you
could probably handle at least one trans-
action per second, and in an 8-hour day this
is in the order of 30,000 transactions, which
is enough for most applications we consid-
ered, and which is certainly enough for
many applications you can think of. At
this continuous rate the billion character
file would last about 11/, years.

Chairman Brown: ‘“What was the pri-
mary cause of noise? Was it due to the
fact that density varies when you are writ-
ing? We would like to know what kind of
electrical noise you got in the photomulti-
plier?”

A. J. Critchlow: The basic noise with
which we were concerned in our system vwas
the normal light leakage around the shutter
elements.

Chairman Brown: ‘“Is this what deter-
mined the 5 to 1 ratio?”

A. J. Critchlow: This partially deter-
mined the 5 to 1 ratio. Other factors were
previously discussed.
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The Flow Diagram Approach to

Computer Logical Design Using the

NCR 304 as

JAMES HUDSON

NONMEMBER AIEE

FLOW diagram approach to the

logical design and mechanization
of computers and other digital equip-
ment has served as a basic design method
for the formulation and construction of
a medium-size data processor, the NCR
304.

The flow diagram method used by the
National Cash Register, (NCR) Electron-
ics Division resulted from an application
to logical design of techniques that the
computer programmer uses in developing
a computer routine. That is, the pro-
grammer’s method of developing a
routine by constructing a flow diagram
which denotes the desired sequence of
computer commands was applied to
the logical design problem of describing
the combinations and sequences of
computer operations mnecessary to the
execution of a command. In the same
way that a programmer may design a
flow using only a general knowledge of a
computer’s repertoire, it was recognized
that a logical designer may lay out a
command flow, having in mind only the
general character of the functional units
of the machine he is designing.

Omce the entire command list is
represented in flow diagrams the de-

WALTER EDWARDS

NONMEMBER AIEE '

an lllustration

D. E. ECKDAHL
NONMEMBER AIEE

Al

signer is then able to specify in detail
the set of interconnections the computer
must have, just as the programmer
details the set of instructions which
the blocksin his flow represent.

To discuss these concepts in more
concrete terms, it is desirable to examine
the NCR 304 in some detail. Table I
displays the more pertinent characteris-
tics of the 304 system. Fig. 1 is a block
diagram of the 304 central processor,
indicating the major functional units of
the machine.

There are:

1. The main store of ferrite core memory
with a flip-flop buffer register, M, which
also serves as a working register.

2. A second working register, .S, which is
used for shifting and for intermediate stor-
age.

3. An arithmetic unit composed of an
adder and several flip-flop counters.

4. A memory address flip-flop register, L.

5. An auxiliary memory address flip-flop
register, 4.

6. A control unit consisting of an instruc-
tion register, I, a cycle or sequence counter,
N, a decoding matrix, and a bank of opera-
tion amplifiers which furnish the outputs of
the control unit.

7. A pulse counter, P, for defining the sub-
divisions of a cycle or word-time.

8. A set of timing and decision flip-flops
which augment the pulse counter and con-
trol as will be discitssed shortly.

Given the functional block diagram
the logical designer has two problems:

1. To describe, usually in Boolean algebra,
what interconnections must be made be-
tween the various blocks in the functional
diagram.

2.  To tabulate for each computer command
the time-sequence of interconnections which
will produce the desired results.

In practice the designer must propose
a set of functional blocks, devise a set of
tentative interconnections, establish flow
diagrams for those commands which
would seem to have the least in common,
and then proceed to lay out the remainder
of the command flows, modifying the
interconnections where mnecessary and
even adding functional units to the
block diagram.

Returning to the 304 Fig. 1, to il-
lustrate some of these ideas it is neces-
sary to describe the computer’s cycle or
word-time. The word-time consists of
a fixed sequence of clock intervals which
are defined by the pulse counter. These
intervalsare allocated to:

Control set-up.
Memory read.

Logical manipulation of operands.

L e

Memory write.
in the order listed.

The control set-up results in the

James HupsoN, WALTER EDWARDS, ANp D. E.
EckpaHL are with National Cash Register Com-
pany, Dayton, Ohio.

Table I. NCR 304 Data Processing System Characteristics
Computer Command
Iaput Output File Storage Structure Types Memory Circuitry Control
Punched Paper tape Drum file 3-Address Arithmetic Coincident- Transistors for A flow diagram approach
paper tape punch current, ferrite counter and address used in description and
photo-electric Magnetic tape Alphanumeric  Logical arrays decoding and for the preparation of computer
reader Line printer file Adder control
Serial by Decision 20,000 or 40,000
Punched card Magnetic character, character Transistorized Each command level
photo-electric tape parallel by Editing capacity Eccles-Jordan realized by the in-
reader bits flip-flops corporation of a set of
Magnetic tape Electric Data 20 microsecond magnetic cores corre-
. typewriter Partial word processing read-write cycle  Transistors for sponding to the set of
Electric addressing X amplification blocks in the command
typewriter Tape file 66 bit parallel and inversion flow
Automatic accessing
relative Drum file Germanium diodes Each core threaded by
addressing for all interconnecting those operation lines
Input-output gates and for clamping which must be activated
Automatic to realize the logical -
linking on Molybdenum permalloy operation in that block
" subroutines ribbon cores for logical of the flow
decoding and summing
Automatic of control matrix
program outputs
monitoring
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establishment of the set of operations
which are to be used in this word-time.
These are simply the logical gates which
are to be active during the read, logic,
and write intervals.

The core memory is then accessed at
the cell specified by the address register,
or, under certain control conditions,
at one of a number of special- working
cells, M1, M2, M3, etc.

The logical manipulation may take
the form of a copying of the memory
buffer, into the working register, .S, or a
combining of M and S through the
adder; or a transfer of a portion of M to
the A-register. Or several of these
operations may be carried out at the
same time. The simultaneous manip-
ulation of data in several registers is a
common occurrence in the mechanization
of the 304.

At the completion of the ten clock
intervals of .the logic period, the memory
write circuitry copies the contents of

L
) (Instruction Code)
(Memory Add Ferrite Core
Memory Store 1
e = :
. (Cycle Counter)
A Control
(Auxiliary Address)| Matrix
, M
(10 Character Memory Buffer) l
Operation Amplifiers
* :
"y
B E ADDER
(Iteration (Partial Word (6 Bits in Parallel) P
c "
ounter) Designators) (Pulse Counter)
Decision and
(20 Characters) Timing Elements
Fig. 1. NCR 304 processor

the memory buffer, M, .dinte: the:-cell - -

which was cleared during memory read.
And the cycle starts again.

Consider the flow diagram, Fig. 2,
which is very nearly the add flow for the
304. Each block in the flow has two
aspects. Ome is that the block represents
a fixed interval of time, the word-time.
The second is that each block is a unique
control configuration which implies a
unique combination of operations of
active logical gates.

In block 0, the control selects a special
memory cell, M1, in which is kept the
address of the mnext instruction. This
address is transferred from the memory
buffer to the memory address register,
L, and to the auxiliary address register,
4, during the logic interval. Also
during this interval the adder is used to
augment the address which is to be
restored to the cell, M1, for the next
instruction address.

In block 1, the first instruction word,
which contains the instruction code and
three addresses, is read from the cell
selected by the address register, L.
The instruction code is transferred to the
instruction register, 7; the three addresses
are copied from the memory buffer into
the S register; and the auxiliary address
register, 4, is augmented by one. The
memory cell is then restored with this
first instruction word, and as this block
is terminated, the augmented address
from the 4 register is copied into the L
register in parallel.

It is then possible in block 2 to access
the cell containing the second instruction
word. This word contains partial word
extractors which are copied into counters

60

in the arithmetic section, a relative
address designator which is copied into
the 4 register, a monitor code which is
compared with certain console switches,
and a mode digit which is copied into
an extension of the instruction register.

As this word is restored to its memory
cell, the relative address cell location in
4 is transferred into L in parallel.

The computer then advances to block
3 where the memory cell specified by L is
accessed. The resulting contents of
the memory buffer are added to the S
register, producing absolute addresses
for command execution.

In block 4 the two operand addresses,
¢ and b are transferred from the S
register to L and A4, and the putaway
address, ¢, is transferred to the memory
buffer from which it is copied into a
special working cell, M2, for later
referral.

These five blocks which have just
been described are almost identical for
all command levels in the 304. This is
the process by which the machine’s
registers are set up for command execu-
tion.

Before proceeding to the remainder
of the add flow, it is imstructive to
summarize the characteristics of the
machine which have appeared in these
first blocks.

Fig. 3 is a more detailed flow chart
with a shorthand notation for indicating
the operations which are to occur in each
block.

Notice that certain operations have
been used several times in these first 5

blocks, e.g., M-select, L-register, M—A4,
A—L.

It is also characteristic of the 304 that
the adder is used quite frequently for
bookkeeping, such as augmenting the
command location as in block 0, augment-
ing the A4 register as in block 1, and for
adding the relative addresses to the
index cell as in block 3.

Finally, there are a total of 48 distinct
and independent operations in these
first 5 set up blocks in the actual 304
flow. These 5 blocks for all commands
amount to 1/5 of the total number of
blocks in the machine, and require 1/10
of the 480 available machine operations.

Referring again to Fig 2, the ¢ and b
operand addresses are held in L and 4
respectively in block 4. In block 5,
the cell containing the o field is accessed,
and a is extracted from M into S under
the control of the counter containing the
partial word designator for a.

In block 6, the ¢ field is right-justified as
it is transferred into the working cell,
M?2. The putaway location ¢, which was
stored here temporarily in block 4, is
transferred to the A4 register, and the b
address in A is copied into the L register.
The a address is discarded.

In block 7, the & field is read into M
and extracted into .S under the control
of the counter containing the partial
word designator for b. The signs of
both operands being now available are

- compared, the comparison having three

possibleresults:

1. Signs are the same, implying no com-
plementing of either operand is desired.
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Fig. 2. Add flow

2. @ ispositive, b is negative implying that
b is to be complemented as the addition
oceurs.

3. b is positive, ¢ is negative implying that
a is to be complemented as the addition
takes place.

The flow from block 7 illustrates
graphically the action that the machine
control must take for each of these
eventualities. It will advance to block
8 if the signs are the same; it will skip
to block 9 if ¢ is positive, b negative;
it will skip to block 11 if @ is negative, b
positive.

This skipping ability which the machine
control has allows the logical desig<ns1:XMLFault xmlns:ns1="http://cxf.apache.org/bindings/xformat"><ns1:faultstring xmlns:ns1="http://cxf.apache.org/bindings/xformat">java.lang.OutOfMemoryError: Java heap space</ns1:faultstring></ns1:XMLFault>